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Introduction
[bookmark: _Hlk30969022]The Rel-18 WID of AI/ML for NR Air Interface focuses on a subset of three typical use cases: 
1. CSI feedback enhancement
1. Beam management 
1. Positioning accuracy improvement.
This document focuses on the other aspects of AI/ML for beam managements, including representative sub use cases and potential specification impact.  
Regarding the file names, companies are encouraged to follow the guidance of R1-2203012 (Page 16) as below:
	· To avoid ending-up with too long file names and downloading/opening issues, the following naming convention is recommended:
· Keep the previous company’s name (only the most recent one) in the filename, e.g.
· 5/Summary-1-v000-Moderator (HW)
· 5/Summary-1-v001-LG
· 5/Summary-1-v002-LG-CATT
· 5/Summary-1-v003-CATT-vivo
· 5/Summary-1-v004-Moderator(HW)
· It helps identifying on which previous version your input is based on and solve any crossing emails issue. Note the use of 3digit version numbers in the file names.


In the following sections, the company proposals are summarized, and offline proposals are drafted based on company contributions for discussion/input. 

Type of beam prediction
In previous RAN1 meeting(s), the agreement(s)/conclusion(s) were made as below:  
	RAN1#110

Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact





The related proposals/observations from the contributions are copied as below:
	FUTUREWEI[1]
	Proposal 1: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for the predicted beams for further study
· Note: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
· Alt.1: DL Tx beam prediction 
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)

	Huawei[2]
	Proposal 11: For the sub use case BM-Case1 and BM-Case2, Alt.2 (DL Rx beam prediction) is deprioritized for further study.
Observation 4: For the beam prediction mechanisms for BM-Case1 and BM-Case2, Alt.1 (DL Tx beam prediction) is a natural replacement of the legacy P1/P2 procedure for Tx beam sweeping, and is compatible with any pattern of the Rx beams.
Observation 5: For DL Tx beam prediction when the AI/ML mode is at the UE-side, the UE needs to acquire additional types of information from the gNB side on top of legacy releases, e.g., Set B pattern, Set B and Set A association, etc.
Observation 6: For DL Tx beam prediction when the AI/ML model is at the NW-side, there is no need to introduce additional types of information other than the report of CRI/RSRP, etc., which is already supported by legacy releases.
Observation 7: For the AI/ML-based DL Tx beam prediction, non-AI/ML options can be implemented to optimize the Rx beam selection.
· Opt1: Fixed Rx beams is used for inference during P1/P2 and the Rx beam sweeping is performed to determine the Rx beam in P3
· Opt2: A quasi-optimal DL Rx beam can be identified by sweeping the always-on SSB beams at P1 and used for Tx beam prediction at P2
· Opt3: Exhaustive Rx beam sweeping is swept over multiple P1/P2 periods each of which predicts the best Tx beam for a specific Rx beam
Observation 8: The study of Tx-Rx beam pair prediction needs to be justified on whether it can outperform the Tx beam prediction which can also optimize the Rx beam with non-AI/ML implementations.
Observation 9: For DL Tx-Rx beam pair prediction, additional types of beam information are needed for both NW-side model and UE-side model:
· When the AI/ML model is located at the UE side, as also for Tx beam prediction, the UE needs to acquire additional types of Tx beam information from the gNB side on top of legacy releases, e.g., Set B pattern involving Tx beams, Set B and Set A association involving Tx beams, etc.
· When the AI/ML model is located at the NW-side, the NW needs to acquire additional types of Rx beam information from the UE on top of legacy releases, e.g., Set B pattern involving Rx beams, Set B and Set A association involving Rx beams, etc.
Observation 10: For DL Tx-Rx beam pair prediction, both when the AI/ML model is located at the NW side or at the UE side, the NW may need to be made aware of the Rx beam number/pattern to interpret the reported Tx-Rx beam pair if the UE reports the Tx-Rx beam pair.
Proposal 12: For the beam prediction mechanisms for BM-Case1 and BM-Case2, consider Alt.1 (DL Tx beam prediction) as a starting point due to its simplicity and flexibility
· If Alt.3 (beam pair prediction) is to be further studied, it should be studied for both NW-side AI/ML model and UE-side AI/ML model symmetrically.

	ZTE[3]
	Proposal 1: Support both DL Tx beam prediction and beam pair prediction without any further down-selection.

	Ericsson[4]
	Proposal 5	Down prioritize the standard impact discussion of TX/RX and RX beam prediction for NW-sided models

	Spreadtrum[6]
	Proposal 5: For sub use cases BM-Case1 and BM-Case2, support Alt3 Beam pair prediction as baseline.

	OPPO[7]
	Proposal 2: For BM-Case1 and BM-Case2, at least support beam pair prediction (Alt.3) as the key feature of representative sub use cases.

	Vivo[9]
	Proposal 1:	Study the two AI-based beam prediction solutions for both BM-Case1 and BM-Case2, i.e. enhanced beam pair prediction scheme and DL Tx beam prediction scheme, and considering specification impacts with generalization aspects, such as Set B construction, supported number of Tx/Rx beams, various number of antenna configurations, etc.

	LGE[10]
	Proposal #15: For NW-sided model, Tx beam prediction should only be considered.

	IDC[12]
	Observation 16: For Rel-15 beam management, actual mapping between DL Tx beam and UE Rx beam is totally based on UE implementation.
Observation 17: The implementation-based UE Rx beam selection works for Rel-15, however, UE Rx beam information is crucial to accurately predict beam qualities for AI/ML based beam prediction.  
Proposal 18: Study benefits of specification enhancements on acquiring UE Rx beam information for DL Tx beam prediction (Alt. 1) and beam pair prediction (Alt. 3).
Proposal 19: DL Rx beam prediction (Alt. 2) should be a part of UE implementation.

	Nokia[13]
	Proposal 2: For BM-Case1 with Set A/B considering Tx-Rx pairs, further discussion may be needed on NW side DL Tx-AoA prediction, UE position information as assistant info to the input of ML model.
Proposal 3: For BM-Case1 with DL Tx-Rx beam pair prediction, study methods to reduce the necessary measurement space for DL TX-RX beam pair prediction at the UE side.  
· Study the enhancements related to the UE indicating a number of preferred TX beams along with a number of “P3” repetitions that are needed for each preferred TX beam, in which case the UE can acquire L1-RSRP measurements of the indicated combinations as inputs to the UE-sided AI/ML model.
Proposal 7: For BM-Case2 construction of Set A/B, prioritize Alt.1: DL Tx beam prediction for further study.
· RAN1 may consider Alt.3: Beam pair prediction as an additional scenario if the benefits are identified in 9.3.2.1.  

	CATT[14]
	Proposal 2: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for further study.
· Alt.1: DL Tx beam prediction;
· Alt.3: Beam pair prediction.

	Fujitsu[15]
	Proposal 1: For the sake of progress, it’s suggested to prioritize the following types of beam prediction for further study
· Alt.1: DL Tx beam prediction with NW-side model
· Alt.3: DL Tx-Rx beam pair prediction with UE-side model

	CIACT[17]
	Proposal 1: For BM-Case1 and BM-Case2, DL tx beam prediction and Beam pare predictions should be supported.

	Intel[19]
	 Proposal 1:	Beam Pair prediction (Alt-3) should be supported, at least for BM-Case 1 since it can provide large latency and measurement gains for joint P2/P3 procedure

	Samsung[25]
	Proposal 17: For predicted beams, Alt 1 (DL Tx beam prediction) is preferred.

	DCM[28]
	Proposal 1: Identify the practical scenario for Tx beam prediction and beam pair prediction. 
Observation 1: After the beam prediction, additional beam measurements are necessary for the beam determination in the following case 
・Top K beam prediction is applied
・Rx beam refinement is performed after Tx beam prediction

	MTK[30]
	Proposal 1: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 (i.e., DL Tx beam prediction) and deprioritize Alt.3 for the predicted beams for further study.

	
	



Proposal 2.1

Overview of companies’ opinions on Alt.1 and Alt.3
In RAN1#110bis, most companies can live with the proposal to focus on Alt.1 and Alt.3. One company requested to add “potential down-selection” in the proposal whereas 7 companies suggested to remove it. In RAN1#111 meeting, a compromised proposal was accepted by most companies, but cannot be lived with by one or two companies. Companies’ views in the tdocs submitted to this meeting were summarized as below
· Alt.1 (DL Tx beam prediction) is prioritized
· Huawei, Ericsson, LGE, Nokia, Samsung, MTK, 
· Alt.3 (DL beam pair prediction) is preferred or support both Alt.1 and Alt.3
· Futurewei, ZTE, Spreadtrum, OPPO, vivo, IDC, CATT, Fujitsu, CIACT, Intel, DCM 
Obviously, companies’ views haven’t been changed since the last meeting. From moderator’s perspective, it is unlikely to down-prioritize Alt.3 at the current stage due to the support of more than 10 companies. Thus, the most likely way to move forward is to keep both of them on the table for further study. Companies are encouraged to keep open and construction to more study if most companies want to. We may have more better understanding whether any further down-selection is needed or not when we have more progress.

Concerns from the opponents for NW-side beam pair prediction
Some companies raised some issues (especially for the feasibility and the disclose of UE implementation) of Alt.3 for NW-sided beam prediction. Moderator feels some of them are valid and more clarifications/justifications are needed. Thus, a proposal was provided with the focus on feasibility in Section “AL/ML inference at gNB side”. 

Concerns from the opponents for UE-side beam pair prediction
Regarding Alt.3 for UE-side AI model, the concerns mainly arise from the following two aspects:
· The UE implementation should not be disclosed
· If the Rx beam ID is not reported to gNB, there will no difference compared to Tx beam prediction from the specification perspective
In order to preserve the proprietary information and keep a focused scope, a proposal is provided for discussion in Section “AL/ML inference at UE side”.

Based on the above considerations and the previous discussions, the following proposal is suggested: 

Proposal 2.1: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for the predicted beams for further study including the study of feasibility
· “Alt.2: DL Rx beam prediction” is deprioritized
· Note 1: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
· Alt.1: DL Tx beam prediction 
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam) 
· Note2: The feasibility and detailed signaling (if feasible) will be discussed for UE-side and NW-side AI/ML models, respectively

	Company
	Comments

	HW/HISI
	We think that Alt1 should be prioritized in the further study. It is simple and in 9.2.3.1 we have provided simulation results that show that it can outperform DL Tx-Rx beam pair prediction for the same overhead. From that perspective, we do not see the need to study beam pair prediction.

But we understand that there are is a desire from several companies to also include beam pair prediction. We do not want to block the progress here if there is a serious interest and could be fine to accept to study both methods if both NW-side and UE-side models for beam pair prediction are considered. It is our understanding that this is the FL’s intention with this proposal. Could this please be re-confirmed?

We have a concern on the Note 2. The meaning of “feasible” can be interpreted in a very broad sense, which can cause more confusion than it would help. Some might think that a certain “cost” in terms of signaling might be feasible (=acceptable) to bring some performance gain, whereas others might have a different view. 

Since the core intention seems to be to deprioritize Alt3 and to decide to study further Alt1 and Alt3 for both NW-side and UE-side deployments, we suggest to delete Note 2.

In summary:
Preferred updated proposal:
For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for the predicted beams for further study including the study of feasibility
· “Alt.2: DL Rx beam prediction” is deprioritized
· Note 1: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
· Alt.1: DL Tx beam prediction 
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam) 
· Note2: The feasibility and detailed signaling (if feasible) will be discussed for UE-side and NW-side AI/ML models, respectively


Acceptable proposal as compromise:
For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for the predicted beams for further study including the study of feasibility
· “Alt.2: DL Rx beam prediction” is deprioritized
· Note 1: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
· Alt.1: DL Tx beam prediction 
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam) 
Note2: The feasibility and detailed signaling (if feasible) will be discussed for UE-side and NW-side AI/ML models, respectively

	MediaTek
	Not support, another concern for beam pair prediction that we brought out in our Tdoc is the UE orientation issue. Whether the predicted Rx beam is still applicable when UE changes its orientation is a big question. We have gone through all the proponent’s Tdoc regarding beam pair prediction and haven’t seen any of the study addressing this concern of dynamic UE orientation change. Therefore, we think AI/ML beam pair prediction problem has not been well defined yet in this SI. We prefer to put FFS on Alt.3 and remove “including the study of feasibility” at the first sentence of this proposal. After all, the feasibility of Alt.1 is already confirmed. We propose the following,

Proposal 2.1: For the sub use case BM-Case1 and BM-Case2, focus on the following alternatives Alt.1 and Alt.3 for the predicted beams for further study including the study of feasibility
· “Alt.2: DL Rx beam prediction” is deprioritized
· Note 1: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
· Alt.1: DL Tx beam prediction 
· FFS: Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam) 
Note2: The feasibility and detailed signaling (if feasible) will be discussed for UE-side and NW-side AI/ML models, respectively

	H3C
	We are ok in general. 

	XIAOMI
	Ok 

	NTT DOCOMO
	Support the proposal.

	LG
	Agree with Huawei/MediaTek that Alt3 should be deprioritized at least for NW-sided model. Our concern on BPL prediction with NW-side model is not only about its feasibility but also about losing UE implementation flexibility for beam pattern generation and beam selection. This would limit UE beam implementation and can also introduce a performance loss in real deployments by losing control on UE beam, e.g. UE rotation and hand-gripping cases when the UE can switch the beam or re-generate its beam autonomously with current NR specification. This UE-autonomous beam generation/selection will not be allowed if NW controls UE Rx beam via BPL signaling. Note that these pros and cons analysis had been in Rel-14/15 NR SI/WI phase, and we believe that these reasons are still unchanged so we suggest not to spend more time and effort on this approach.

	VIVO
	OK. As for the discussed issue of Alt 3, based on FL’s instruction, it is to be discussed in section 4.2. We can have more detailed discussion there. The formulation of this proposal is fine in our view. 

	QUALCOMM
	We had brought up feasibility concerns particularly regarding NW-side beam pair prediction in the RAN1 #111 meeting (at least one concern mentioned above in MTK’s reply), and we also believe Alt. 1 should be prioritized for study as there’s a consensus among all companies. With this being said, we can accept MTK’s updated proposal as a compromise.

	FUTUREWEI
	Agree to study both Alt.1 and Alt.3. As we observed in our experiments, DL Tx prediction has a noticeable degradation from the true optimal beam (when fixed beam is used).

	CATT
	Agree

	ZTE
	Support. Both NW-side and UE-side model can be studied if enough performance gains are observed. Since the UE-side model may involve disclosure of Tx beam shape information and the NW-side model may involve disclosure of Rx beam shape information, both sided model should be treated equally at the current stage for further studied.

	FUJITSU
	Support it

	SPREADTRUM
	Support the proposal.

	SAMSUNG
	This proposal seems very similar to the agreement in previous meeting. In our view, the next step is to further check the feasibility of Alt-3. In particular, the NW-side AI/ML model is more difficult to perform beam pair prediction, while UE-side AI/ML model is more likely to adopt beam pair prediction.

	ERICSSON
	Share the view by Samsung, we should prioritize to study the feasibility for Alt-3 for NW-sided models. Since the NW-side is serving multiple UEs, it is important to address how a model can be trained to simultaneously perform predictions for multiple UEs. In general, we think such solutions is very complex and prefer prioritizing alternative 1. 

	INTERDIGITAL
	We are fine with the proposal and believe that there’s not much difference in the sense of feasibility between Alt.1 and Alt.3. 

	LENOVO
	Support

	MOD
	More discussions are needed. The proposal is updated by removing the part that was agreed in Mondays online session

	MediaTek
	We still think Alt1 should be prioritized for the further study. If the intention of putting Alt3 in the list is to study the feasibility, then as we mentioned earlier, we suggest putting FFS before Alt.3 and remove “including the study of feasibility” from the first sentence. It is quite clear that we don’t need to study the feasibility of Alt.1. 

	
	



Spec impact of Data collection 
General/common aspects
In previous RAN1 meeting(s), the agreement(s)/conclusion(s) were made as below:  
	RAN1#110

Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded




The related proposals/ observations related are copied as below:
	[bookmark: _Hlk111790318]Huawei[2]
	Proposal 14: For the data collection for UE-side/NW-side AI/ML model, study how to indicate the purpose of the RS configurations to differentiate the UE report manners, e.g.,
· Differentiate the UE report manners among training, monitoring, and inference.
· Differentiate the UE report manners between Set A and Set B.
Mod: When the group have better understanding on the mechanisms for training, monitoring and inference as new progresses are made, it would be clearer the differentiation can be done via these mechanisms themselves or some additional mechanism. 
Proposal 15: For the data collection for model training, study how to enable the UE to measure the Set A with large number of Tx beams which may be restricted by the legacy UE capability on the maximum number of configurable RS resources.
Mod: It seems a UE capability discussion
@Mod: One solution could be an increased capability, but we think the problem itself should be raised/highlighted in the data collection session since it is related to the Set A. The problem is that UEs might not be able to measure more than a certain number of beams in Set A. And one solution would be to increase the capability. Another option could be to somehow split the measurement and reporting. This is similar to the other issues like the > RSRPs we are discussion in this sections.

	ZTE[3]
	Observation 7: One or multiple RS resource sets for channel measurement need to be configured for data collection, which can be either be initiated by gNB or requested by UE, and are strongly dependent on the type of beam prediction.
Proposal 13: Support to study resource configuration aspects of data collection and associated specification impact with potentially enhanced signaling mechanisms and auxiliary information transmission.
Mod: This proposal seems included in the RAN1#110 agreement copied at the beginning of this section since it also touches configuration, signaling and assistance information. 
Proposal 17: Send LS to RAN2 to study the data collection mechanism on the content/format of logged data, data logging duration, and associated activation/deactivation signaling.

	OPPO[7]
	Proposal 10: Study data collection for AI/ML model offline training and fine-tuning with legacy beam measurement as a starting point.
Mod: Please see mod’s assessment in Section “Online/offline training”.

	CATT[14]
	Proposal 6: Regarding the data collection for AI/ML model training in BM-Case1 and BM-Case2, at least study the following aspects on RS transmission and measurement.
· If Set B is different with Set A, gNB transmits RS in both Set A and Set B to UE. UE needs to measure both Set A and Set B to get the measurement results;
· If SetB is the subset of Set A, gNB transmits RS in Set A and informs the beam pattern of Set B to UE. UE can only measure Set A and get the measurement results of Set A and Set B.
Mod: The part of UE measurement is partially included in the proposal of other sections. For the specification perspective, it may not be able to differentiate these two alternatives in some case. For example, when gNB is to configure two separate sets for measurement, UE may not know whether one set is a sub set of the other set.  

	NEC[16]
	[bookmark: OLE_LINK185][bookmark: OLE_LINK184]Proposal 4: Study explicit configuration of AI/ML model specific RSs for data collection in model training, model update and model monitoring.
[bookmark: OLE_LINK231][bookmark: OLE_LINK232][bookmark: OLE_LINK106][bookmark: OLE_LINK27][bookmark: OLE_LINK28]Proposal 6: Study the mechanism of online data processing.
Mod: Not fully understood Proposal 6. Could you elaborate a bit more on the potential spec impact? 

	CIACT[17]
	Proposal 3: For AI model training and inference at UE side, NW could provide some assistant information for data collection and /or AI model selection at UE side.
Mod: This proposal seems included in the RAN1#110 agreement copied at the beginning of this section

	Intel[19]
	Observation 1:	The impact of 3GPP specification related procedures for data collection for training as well as inference depends on where the model resides and if training and inferencing is being performed at the same node.
Mod: There are two sections for NW-side AI mode training at NW and UE-side AI model training at UE, respectively. 
Observation 2:	Training dataset construction using 3GPP specified measurement and reporting framework may be advantageous for harmonizing deployment of proprietary AI/ML models.

	NVIDIA[22]
	Proposal 7: For AI/ML model training for beam prediction in spatial/time domain, study potential specification impact related to training data type/size, training data source determination, and assistance ignaling and procedure for training data collection.
Mod: “Training data type” is covered by the proposal in Section “Network-side AI model training at NW side”. “Assistance” seems covered by the RAN1#110 agreement copied at the beginning of this section.

	MTK[30]
	Observation 1: Model performance drops with the decreased size of the dataset. However, for Set B size = 4 and 16, the Top-1 accuracy drops < 10% when the dataset size reduces from 60K to 20K samples.
Observation 2: For Set B size = 8, the Top-1 accuracy drops by 20% when the dataset size reduces from 20K to 60K.
Proposal 3: Consider different dataset requirements for different Set B designs (e.g., Set B sizes, Set B selections).

	
	

	
	



Proposal 3.1 

NVIDIA and MTK raised the issue on the requirements of data set (e.g., data size). Thus, a proposal is suggested for further discussion. 
In previous meetings, some companies thought there will be no RAN1 impact. Considering the fact that AI-related evaluations are only performed in RAN1, some recommend values from RAN1 (if RAN1 can achieve any consensus) may be beneficial for the signaling design (e.g., the value range of measurement).  
The related Proposals are as below
· NVIDIA: Proposal 7
· MTK: Proposal 3

Proposal 3.1: For BM-Case1 and BM-Case2, study beam management specific requirement(s) and potential spec impact (if any) of data collection for AI/ML model training from the following aspect 
· Requirements of the data set and data collection for AI model training (e.g., numbers of training data samples)
· Other aspects are not precluded

	Company
	Comments

	HW/HISI
	Agree with the main bullet. 

Regarding the list of sub-bullets, we think it should either be elaborated or we can skip it for now.  

For example, we have proposed to add different report manners for Set A and Set or to differentiate the UE report manner between training, monitoring and inference. We think these are equally important aspects as for example the number of training data set samples).  

	MediaTek
	Support

	H3C
	The proposals in section 3.2 and 3.3 are also related to the spec impact of data collection, so we think the proposal 3.1 is very general and not needed.

	XIAOMI
	Ok 

	NTT DOCOMO
	Fine with the proposal.

	LG
	Fine with the direction but the final image of the study outcome is a bit unclear since required data set size would be dependent on many different factors, e.g. size of Set A/B, input/output parameters, etc. More elaboration would be helpful. 

	QUALCOMM
	We do not see the need to discuss this in 9.2.3.2 at this stage. Dataset requirements can be studied in 9.2.3.1, and potential signaling implications should follow up later, if any.

	FUTUREWEI
	The requirements of data set (e.g., the number of training samples) may be hard to quantize as it is related to performance evaluation. For example, how do you balance the number of training samples and the performance gain? Suggest focusing on the performance; whatever number of training samples takes us to the required performance, that would be the number required. 

	NEC
	Proposal 6: Study the mechanism of online data processing.
[bookmark: OLE_LINK2][bookmark: OLE_LINK3]For instance, NW needs to perform model training based on an offline training data set. In order to ensure the performance of the model, the offline training data set can be processed (or filtered) based on the data collected online before model training. In other words, the offline training dataset needs to be processed to adapt to current (online) environment. Considering that online processing data set can be performed at UE side, potential spec may include configuration/triggering/reporting mechanism about online processing dataset, exchange information about online processing dataset (e.g., indication of whether the dataset needs to be processed). Of course, we can live with discussing it in 9.2.1 if it seems quite general and applicable to all sub use cases.

	CATT
	Generally fine, but this proposal should be discussed in Agenda item 9.2.3.1 for BM evaluation part. Thus, suggest to move this discussion to 9.2.3.1.

	ZTE
	Generally support. The number of data samples for model training would be impacted by many factors and can be evaluated in agenda 9.2.3.1 first. Instead, we suggest to study the content/type of collected data, which may include the measured L1-RSRP, beam ID, corresponding time stamp information, and other assistance information assessed to be necessary in agenda 9.2.3.1.

	GOOGLE
	In our view, one potential study could be coverage enhancement for SSB and CSI-RS to improve the measurement accuracy.

	SONY
	Agree with this proposal, and we think the data may be different (eg. data size, data properties and so on) for different requirement, eg. data collection for monitoring, update or others.  

	SAMSUNG
	Not sure the difference between this proposal and the proposal in 3.2 and 3.3. It may be better to merge this discussion to 3.2 and 3.3. 

	ERICSSON
	The requirements seem very scenario dependent, however, one could address such requirements via the evaluation agenda item. Not sure if this proposal is needed.

	INTERDIGITAL
	Not sure that this proposal is needed. We can directly discuss the details (e.g., Proposal 3.2 and 3.3) even without this proposal rather than consuming time for this proposal. 

	LENOVO
	General fine with FL proposal.
We tend to clarify that at least consider offline training for this proposal.


	
Network-side AI model training at NW side

	Huawei[2]
	Proposal 13: Regarding the data collection mechanism for AI/ML model training at NW side, study the following options as a starting point.
· Opt.1: UE measures the beams of Set A and report M1 L1-RSRPs optionally with the corresponding beam RS indicators, where M1 can be larger than 4
· FFS: the range of M1
· Opt.2: UE measures the beams of Set B and report M2 L1-RSRPs optionally with the corresponding beam RS indicators, where M2 can be larger than 4, measures the beams of Set A and report M3 L1-RSRPs optionally with the corresponding beam RS indicator, where M3 can be larger than 4,
· FFS: the range of M2, M3
· Note1: the measurement and reporting related to Set A may be separate from/transparent to the operations related to Set B 
· Opt.3: UE measures the beams of Set B and report M4 L1-RSRPs optionally with the corresponding beam RS indicator, where M4 can be larger than 4, measures the beams of Set A and report M5 beam RS indicators corresponding to the best beam(s)
· FFS: the range of M4, M5
· Note2: the measurement and reporting related to Set A may be separate from/transparent to the operations related to Set B 
· Other option(s) is not precluded
· Note3: Data collection for model training may be implemented by gNB in a transparent way
· Note4: Potential down-selection/prioritization will be discussed later
· Note5: UE complexity and power consumption should be considered for the above options
[bookmark: _Ref115359909]Proposal 16: RAN1 to further study the potential spec impact of data collection from the following aspects:
· For reference signal, enhanced RS design can be considered, e.g., RS design for AI/ML specific RSRP measurement and enhancement of RS for improving data sample accuracy.
· For UE measurement/report, new RSRP and/or CRI/SSBRI report behavior can be considered.
· For the signaling/configuration, signaling to trigger/configure/request data collection window can be considered.
Observation 11: For the container of the reported data samples in data collection, L1 signaling is applicable to training and monitoring, while RRC signaling is applicable only to training.
Proposal 17: For the potential spec impact of data collection, both L1 signaling and RRC signaling can be considered to carry the reported data samples.

	ZTE[3]
	Proposal 12: For BM-Case1 and BM-Case2, the collected data for model training may include the measured L1-RSRP, beam ID, corresponding time stamp information, and other assistance information assessed to be necessary in agenda 9.2.3.1.
Proposal 14: For data collection from UE to NW side, support to study explicit or implicit Rx beam ID reporting method, especially for beam pair prediction.
Proposal 15: For data collection from UE to NW side, depending on the model training strategy, model output data can be genie-aided best beam ID from set A, all measurement results of set A or other post-processing of measurement results of set A.
Proposal 16: If all measurement results of set A/B need to be reported to gNB, suggest to further study reporting overhead reduction, e.g., beam ID can be obtained implicitly from the reporting order of all measured RSRPs.

	Ericsson[4]
	Proposal 6	Conclude that an RRC-message based approach is used for data collection
Proposal 7	Study specification impact for an RRC-message to enable UE logging and reporting of collected the data to the NW
Proposal 8	For model training data collection, study potential specification impact for a  measurement occasion configuration, which configures/indicates one or multiple sets of SSB/CSI-RS resources for L1-RSRP measurements, where a single set of SSB/CSI-RS resources is associated to a union of the Set A and Set B of beams, as examples shown in Figure 2 and Figure 3.

Proposal 9	Study data collection specification impact on how UE can report using RRC
a.	Radio-measurements performed on CSI-RS/SSB resources associated with Set A and Set B of beams at each measurement occasion
b.	Non-radio measurements (e.g. UE location, UE orientation)

Proposal 10	For data collection, study and define the candidate values of data collection duration and measurement occasion intervals.

Proposal 11	For data collection for AI/ML model training for the beam management use cases, study and define event types that may be used to trigger a UE to perform measurements and data logging.

Proposal 12	For data collection for AI/ML model training for the beam management use cases, study and define event types that may be used to trigger a UE to report the logged data to the NW.


	H3C[5]
	Proposal 5: For the data collection with network-side model, define a RRC message to trigger the AI/ML training data collection.

Proposal 6: For the data collection with network-side model, introduce time stamp corresponding to each Set A/ Set B measurement instance.


	Spreadtrum[6]
	Proposal 7：For NW-side model, UE report should be enhanced.
- 	the number of bits that can be carried by the UE report should be expanded;
- 	reduce the report overhead by omitting CRIs.
[bookmark: _Hlk127452413]Proposal 8：For NW-side model, beam management configuration should be enhanced to inform UE different measurement resources corresponding to model input and output.


	Vivo[9]
	Proposal 14:	Regarding the data collection for AI/ML model training at NW side, study potential specification impact on resource configuration:
•	Specific beam pair resource configuration
•	Enhanced P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
Proposal 15:	Regarding the data collection for AI/ML model training at NW side, study potential specification impact on assistance information:
•	Rx beam information as assistance information from UE to NW, including measured Rx beam information, expected Rx beam information, and best Rx beam information. 
•	Proprietary processed assistance information 
Proposal 16:	Regarding the data collection for AI/ML model training at NW side, study potential specification impact on measurement report:
•	UE measures the beams of Set A and reports M1 L1-RSRPs optionally with M2 RS indicators, where M1 and M2 can be larger than 4. 
-	If M1 is equal to the number of beams or beam pairs in Set A (noted as X), corresponding RS indicators may be not needed. 
-	If M1 is smaller than X/2, corresponding M2 RS indicators are needed
-	If M1 is smaller than X, but larger than X/2, RS indicators are needed for indicating M2 beams or beam pairs in Set A not included in the measurement report. 
Proposal 17:	Regarding the data collection for AI/ML model training at NW side, study potential specification impact on report overhead reduction:
•	Reducing unnecessary L1-RSRP report where the omitted L1-RSRPs may be lower than a pre-defined threshold
Proposal 18:	Regarding the data collection for AI/ML model training at NW side, study potential specification impact on quantization enhancement for RSRP quality improvement:
•	High-precision L1-RSRP quantization 
•	Multi-resolution L1-RSRP quantization, e.g. high-resolution quantization for a group of best RSRPs and low-resolution quantization for others

	Xiaomi[11]
	Proposal 24: Support following options for the content of the collected data for model training for different set B and set A, and different model output.
· Option 1: L1-RSRP of set B and L1-RSRP of set A
· Option 2: L1-RSRP of set A
· Option 3: L1-RSRP of set B and Top-K beams ID
Proposal 25: Support to define a time window for each report to include more than one data sample and configure a number of report to stop the data collection.

	Nokia[13]
	Proposal 13: For data collection purpose at the NW side, study the CSI reporting enhancement (e.g., reporting more than 4 beams and associated L1-RSRP) such that NW may update the data set for model training/update/fine-tuning.


	CATT[14]
	Proposal 7: Regarding the data collection for AI/ML model training at NW side, study the following information for UE reporting as a starting point:
· For model inputs, report the measurement results (e.g., L1-RSRP) of Set B;
· For the label of model outputs, study the following alternatives depend on AI algorithm and model functionality:
· Alt1: Best genie-aided beam ID from Set A;
· Alt2: Measurement results (e.g., L1-RSRP) of Set A.

	Fujitsu[15]
	Proposal 2: Regarding the data collection for AI/ML model training at NW-side, study the potential specification impacts on the UE behavior of measurement reporting.
Proposal 3: Regarding the data collection for AI/ML model training at NW side, the mechanism of reporting overhead reduction is suggested to be studied.
Proposal 4: Study the potential specification impacts on the enhanced signaling/procedure of reporting configuration for data collection.

	NEC[16]
	Proposal 5: For data collection of model training, update and monitoring, study enhanced beam reporting to support simultaneous reporting of the beam information required for AI/ML input and AI/ML output.

	CMCC[20]
	Proposal 1: For Tx-Rx beam pair prediction with AI/ML model training at NW side, study how to define and map the beam pair ID to align the understanding between the NW and the UE.
Proposal 3: For DL Tx beam prediction with AI/ML model training at NW side, the Rx beam assumption should be aligned between the network and UE.	

	Lenovo[24]
	Proposal 6: 	Study data collection procedure to support both UE-side and NW-side AI/ML model training and model update
	For UE-centric model training, study procedure to support UE triggered data collection for model update
	For NW-centric model training, support to report larger number of beams in one beam report.

	Samsung[25]
	Proposal 1. For BM-Case1 with a network-side AI/ML model, for data collection, study the potential impact of L1 reporting enhancement:
· One-shot L1 report with measurement results for one or more beams, where the measurement results of each beam are associated with the corresponding labels (e.g., timestamp, UE speed, SNR, etc.)
· The handling/buffering for collected data before one-shot L1 reporting

	Apple[26]
	Proposal 1:
· For Model training at the NW side & inference at the NW side (Alt. 1), study efficient signalling of set B selection or beam selection and RSRP representation. 
· For Model training at the NW side & inference at the UE side (Alt. 3), study model generalization performance, study model transfer/model delivery for cell-specific AI models and non cell-specific AI models.  
· For Model training at the UE side, and inference at the UE side (Alt. 2), study cell-specific signals to facilitate data collection.


	MTK[30]
	Proposal 4: Regarding the data collection mechanism for AI/ML model training at NW side, study the following options as a starting point.
· Opt.1: UE measures the beams of Set B and report M1 L1-RSRPs optionally with the corresponding RS indicators, where M1 can be larger than 4, measures the beams of Set A and report 2 L1-RSRPs optionally with the corresponding RS indicator, where M2 can be larger than 4,0
· FFS: the range of M1, M2
· Note1: the measurement and reporting related to Set A may be separate from/transparent to the operations related to Set B 
· Opt.2: UE measures the beams of Set B and report M3 L1-RSRPs optionally with the corresponding RS indicator, where M3 can be larger than 4, measures the beams of Set A and report M4 RS indicator s corresponding to the best beam(s)
· FFS: the range of M3, M4
· Opt.1 and Opt.2 may be used for different AI/ML model designs
Observation 3: The model trained and tested by FP16 quantized data samples is the same as the model trained and tested by FP32 quantized data samples.
Observation 4: For Set B size = 4, by using uniform quantization in log scale, using 4 bits per beam RSRP can achieve the same Top-1 accuracy as the current spec, which uses ~5 bits (19/4) per beam RSRP in average.
Observation 5: For Set B size = 8, using the current spec is almost the same as using the other two uniform quantization methods under the same number of bits per beam report. However, the corresponding model performance is 10% less than a model trained with FP16 samples or with 8 bits uniform quantized samples. 
Observation 6: For Set B size = 16, by using uniform quantization in log scale, 3 bits per beam RSRP can achieve better Top-1 accuracy than the current spec, which uses 4 bits per beam RSRP, and reach similar accuracy performance of using FP16/FP32. 
Observation 7: If the total number of bits in one beam reporting is limited to 32, Set B size = 16 (2 bits per L1-RSRP) achieves better Top-1 and L1-RSRP difference performance than Set B size = 8 (4 bits per L1-RSRP) and Set B size = 4 (8 bits per L1-RSRP).
Observation 8: For Set B size = 4 and 8, uniformly quantizing RSRP by dBm values performs better than uniformly quantizing RSRP by linear values, under the condition that model input is linear RSRP values. However, for Set B size = 16, uniformly quantizing RSRP by linear values is better than dBm values.
Proposal 5: At least for BM Case-1, FP16 data format is sufficient for collecting a high precision dataset for NW-side AI/ML BM model training and testing.
Proposal 6: For NW-side model, study the spec impact of using lower precision quantization method for beam RSRP report. For example, the impact to power control by using lower precision quantization methods for RSRP reporting.
Proposal 7: Study the tradeoff between reporting overhead and model performance
Proposal 8: Consider the feasibility of using different quantizing methods, including different bits used for quantization and quantized quantity (linear or dBm), for different Set B designs.

	
	



Proposal 3.2.1

In RAN1#110bis meeting, there were some intensive discussions on whether the best genie-aided beam ID from Set A should be reported or not, and no consensus was made. In RAN1#111meeting, three alternatives were suggested with the aim to list different proposals. It would be beneficial to have better understanding of these different alternatives before we do the potential down-selection (if any). Thus, moderator feels the same principle can be followed in this meeting to encourage the study on pros/cons of each alternatives.

Based on the discussions of last meeting and the tdocs, some modifications are made for the proposal of the last meeting. Some comments are also added to highlight the connections between this new version and companies’ proposals. 
· “RS indicator” is replaced by “beam (pair) indicator” to make it more inclusive so that it does not preclude the proposals for beam pair prediction (e.g., Proposal 14 of ZTE, Proposal 1 of CMCC). 
· Set A and Set B are replaced by one set and another set since some companies preferred not to use set A/B for data collection
· “measures the beams of Set A” is replaced by “based on the measurement corresponding to a set” in order to alleviate the concerns that it may be infeasible for UE to measure all of the beams (e.g., 256 or more)
· @Huawei: Note3 is still kept. Some companies think NW may collect data for training based on existing spec. Thus, Note3 is to clarify this thought. 
· @ZTE: The alternatives mentioned in Proposal 15 and 16 have been included in the following proposal (e.g., Opt.2, Opt.3).
· @Ericsson: Proposal 8 can be covered by Opt.1
· @Spreadtrum: Part of Proposal 7/8 can be achieved by some option(s) of the proposal
· @vivo: Proposal 16 is covered by the proposal.  
· @xiaomi: Option 1 of Proposal 24 is covered by Opt.2, Option 2 is covered by Opt.1, and Option 3 is covered by Opt.3 
· @Nokia: Proposal 13 is covered by Opt.1
· @CATT: Alt1 of Proposal 7 is covered by Opt.3, Alt.2 is covered by Opt.2
· @NEC: Proposal 5 is covered by the options
· @MTK: Opt. 1 is still kept since some companies suggested one set for their proposals. Moreover, the signaling design may be different between Opt.1 and Opt.2. Thus, it is safer to kept it on the table for further study. 

Proposal 3.2.1: Regarding the data collection mechanism for NW-side AI/ML model training trained at NW side, study the following options as a starting point for the contents of collected data
· Opt.1: UE reports collects M1 L1-RSRPs (corresponding to M1 beams) optionally with the indication of beams (beam pairs) indicators based on the measurement corresponding to a beam set (e.g., Set A, Set A+B,Set B), where M1 can be larger than 4
· FFS: the range of M1
· Opt.2: UE reports collects M2 L1-RSRPs (corresponding to M2 beams) optionally with the indication of beams (beam pairs) indicators based on the measurement corresponding to a beam set (e.g., Set B), reports collects M3 L1-RSRPs (corresponding to M3 beams) optionally with the indication of beams (beam pairs) indicators based on the measurement corresponding to another beam set (e.g., Set A), where M2 (M2>0) and M3 can be larger than 4
· FFS: the range of M2, M3
· Opt.3: UE r reports collects M4 L1-RSRPs (corresponding to M4 beams) optionally with the indication of beams (beam pairs) indicators based on the measurement corresponding to a beam set (e.g., Set B), reports collects M5 beams (beam pair) indicators based on the measurement corresponding to another beam set (e.g., Set A), where M4 can be larger than 4
· FFS: the range of M4, M5
· Other option(s) is not precluded
· Note1: From UE perspective, the measurement and reporting related to one beam set may be separate from/transparent to the operations related to another beam set  
· Note2: Data collection for model training may be implemented by gNB in a transparent way
· Note3: Potential down-selection/prioritization will be discussed later
· Note4: Overhead, UE complexity and power consumption should be considered for the above options



	Company
	Comments

	HW/HISI
	We think we could support this proposal 
Just some questions for our understanding, to ensure we are on the same page:
For Opt1: We think eventual the UE would need to report the RSRPs for all beams in Set A. Assume that M1 is larger than 4 and smaller than the size of Set A. Our understanding is then that the UE would send multiple reports with M1 measurement results in each report until the entire Set A has been reported. That means that option works when Set B is a subset of Set A and reported automatically when Set A is reported, but it would not work when Set B is different from Set A. Is that understanding according to the intention of Option 1?
Mod: Ericsson also suggested a solution that a set consists all the beams from Set A and Set B. In this case, Set B may be a subset of Set A, or a different set
Opt 2: Our understanding is that this option reports RSRPs from Set B and Set A separately. It works both when Set B is a subset of Set A and when Set B is different from Set A. When Set B is a subset, though, the reporting overhead is larger as with Option 1. Is this understanding in-line with the intention of the proposal?
Mod: It depends on the next-level details. For example, some companies suggested to report all measurement results in Opt.1. In this case, the overhead is larger compared to Opt.2 where top-M3 measurements is reported 
Opt3: Would allow to report the RSRPs, for example from for Set B, bundle M4 results in one report and send them back to the NW. Possibly multiple of such reports could be used to report the entire Set B. Then for the ground truth, the M5 best beam IDs from Set A could be reported.
Mod: Not sure one report or multiple reports for the measurement results of Set B. If the container of the reporting is higher layer signaling or use plane data, I think one reporting can contain all the measurement of Set B within a period. 

	MediaTek
	We support this proposal. We understand and agree with the reason of replacing “Set A/Set B” with “one beam set /another beam set”. To make this proposal easier to read, we suggest adding examples after “one beam set” and “another beam set”. That is,
Proposal 3.2.1: Regarding the data collection mechanism for NW-side AI/ML model training at NW side, study the following options as a starting point
· Opt.1: UE reports M1 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set A), where M1 can be larger than 4
· FFS: the range of M1
· Opt.2: UE reports M2 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set B), reports M3 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to another beam set (e.g., Set A), where M2 (M2>0) and M3 can be larger than 4
· FFS: the range of M2, M3
· Opt.3: UE reports M4 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set B), reports M5 beam (pair) indicators based on the measurement corresponding to another beam set (e.g., Set A), where M4 can be larger than 4
· FFS: the range of M4, M5
Other option(s) is not precluded

Mod: Captured


	H3C
	The relationship between “a beam set” and “another beam set” need to be clarified, maybe we can add a note as bellow
Note5:There are no overlapping parts between ”a beam set “  and “another beam set” 

Mod: Some examples (e.g., xxx) are added according to MTK’s suggestion. Hope it is clearer now.  As for Note3, whether this any overlapping part is transparent from the perspective of 3GPP air interface. 


	XIAOMI
	Support and change a small typo, remove the “(M2>0)” in Opt.2
Mod: fixed


	NTT DOCOMO
	Fine with the proposal.

	LG
	Even if we are ok not to use Set A and Set B directly, the proposal looks a bit unclear w.r.t. the difference of ‘one set’ and ‘another set’. 
Mod: Some examples (e.g., xxx) are added according to MTK’s suggestion. Hope it is clearer now.  

	VIVO
	OK

	QUALCOMM
	To avoid ambiguity, we suggest changing the first line of the proposal to “NW-side AI/ML model training trained at NW side”
Mod: modified
These options are unnecessarily over-complicated. What is the main purpose of separating the first set (meant to refer to Set B) and second set (meant to refer to Set A)? The relevant signaling aspect here is UE reporting more than 4 measured beams, and then what that report may include. 
Mod: Your preference Opt.1 is workable. Meanwhile, some companies also proposed other options. The intention of this proposal is to put all options on the table for further study. Further down-selection can be discussed in next sept(s). 
Also, the way the options have been written “UE reports M1 L1-RSRPs in which M1 may be larger than 4” may give this impression that the report may be real-time which is not needed for data collection purpose.

Mod: This proposal is only talking about the contents of the reporting, not touching the container of the reporting. Any better wording for your side to avoid this confusion? 

	CATT
	Fine with this proposal.

	ZTE
	Fine with the proposal.

	FUJITSU
	Support this proposal

	SPREADTRUM
	Agree with MTK's modification

	GOOGLE
	OK with MTK’s modification.

	SAMSUNG
	Would like to have a further clarification of this proposal. Is that the intention that, for NW-side model data collection, three scenarios (as described in option 1 to option 3) need to be considered?

Mod: The intention of this proposal is to put all options on the table for further study. Further down-selection can be discussed in next sept(s). 


	ERICSSON
	We think the proposal is overly complicated, we don’t see why we need to talk about more than one beam set. For us, option 1 is sufficient:
· Opt.1: UE reports M1 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set A, Set A+B,Set B), where M1 can be larger than 4
· FFS: the range of M1
Mod: added
We understand that the intention of the other options can be used to only report e.g. the best beam of set A. However, given the few bits of reporting L1-RSRP, we think it is sufficient to only include Opt 1. 
Mod: I see your preference on Opt.1. Meanwhile, some companies also proposed other options. The intention of this proposal is to put all options on the table for further study. Further down-selection can be discussed in next sept(s). 


	INTERDIGITAL
	We support the proposal with the update from MediaTek and Ericsson. 

	LENOVO
	Fine with MTK’s update

	MOD
	The proposal is updated according to the inputs and offline discussions

	MediaTek
	We are OK with the modified version. Thanks, FL, for the update.

	Mod
	The proposal is updated based on some offline discussion

	Xiaomi
	For opt 1, the example in bracket, if the beam set is set A+B, it will be same as Opt 2. If the beam set is set B, how to work?

In addition, what is the motivation to change “reports” to “collects”? if it wants to focus on the contents of the collected data, it should be NW collects, not UE collects.





Proposal 3.2.2
In previous meetings, we agreed to study the following aspect
•	Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
Meanwhile, the submitted tdocs proposed various other aspects for study.  Thus, a proposal is suggested to study these additional aspects on top of our previous agreement. 
The connections between companies’ proposals and this one are summarized as below:
· @Huawei: Proposal 17 is included. Part of Proposal 16 is included.
· @ZTE: Part of Proposal 12 is included
· @Ericsson: Proposal 6 7, 11 and 12 are included
· @H3C: Proposal 5 and 6 are included
· @vivo: Proposal 17 and 18 are included 
· @Xiaomi: Proposal 25 is included
· @Fujitsu: Proposal 2, 3and 4 are included
· @Lenovo: Proposal 6 is included
· @Samsung: Part of Proposal 1 is included
· @Apple: Part of Proposal 1 is included
· @MTK: Proposal 5, 6 and 8 are included


Proposal 3.2.2: Regarding the training data collection mechanism for NW-side AI/ML model training trained at NW side, study necessity and beam-management-specific potential specification impact (if necessary) from the following additional aspects 
· Signaling type Mechanism of the reporting, e.g., RRC signaling, L1 signaling, user plane, control plane
· Information of timestamp corresponding to the reported data samples, e.g., timestamps, [UE speed], SNR, etc.
· Signaling and/or condition(s) to trigger/stop data logging (including buffering) and/or reporting
· Signaling and/or condition(s) for trigger/stop reporting
· Quantization of the measurement results (e.g., L1-RSRP)
· Reporting overhead reduction
· Note: non-3GPP based solution is a separate issue. 


	Company
	Comments

	HW/HISI
	[Tentative Ok]

	MediaTek
	Thanks, FL, for this proposal, we support this proposal in principle. 

	H3C
	OK

	XIAOMI
	For signaling and/or condition(s) to trigger/stop data logging and reporting, from our point of view, separate signaling and/or condition(s) is unnecessary. So we suggest to combine these two sub-bullet into the following one

· Signaling and/or condition(s) to trigger/stop data logging and/or reporting
· Signaling and/or condition(s) for trigger/stop reporting
Mod: modified

	NTT DOCOMO
	Share the same view with Xiaomi. What is the point to introduce these two bulletrs separately?
· Signaling and/or condition(s) to trigger/stop data logging 
· Signaling and/or condition(s) for trigger/stop reporting
Mod: modified

	LG
	Not ok to keep increasing the list of study. Why not simply start from existing L1-RSRP report (P/SP/AP) and study whether/what to enhance from it?

Mod: Most companies prefer the mechanism different from UCI reporting of L1-RSRP. If UCI is used, there may be larger overhead for the PHY as there many be a larger number of training data is needed for AI model training

	VIVO
	OK

	QUALCOMM
	To avoid ambiguity, we suggest changing the first line of the proposal to “NW-side AI/ML model training trained at NW side”
Mod: modified
Unless we have a better understanding of the requirements for data collection (some of them coming from 9.2.3.1) and the necessity of this being discussed in RAN1, we do not see the need to discuss the resulting signaling aspects at this stage. The data that needs to be collected is spelled out in 3.2.1 which we believe is enough at this stage. If there is any justification for the need of new signaling for data collection, it should be discussed in other working groups with overall RAN/CN/OTT architectural considerations, where RAN1 provides proper input regarding what to collect and requirement (such as latency).

Mod: For the whole procedures, these aspects will be touched in some time. For example, the 1st bullet is talking about how to transmits the reporting. 

	FUTUREWEI
	Agree

	NEC
	OK

	CATT
	Fine with this proposal.

	ZTE
	Support. Apart from the listed issues, re-transmission mechanisms should be indicated to UE in case of transmission errors for the logged data. Therefore, we suggest the following version.
· Signaling type of the reporting, e.g., RRC signaling, L1 signaling 
· Information of timestamp corresponding to the reported data samples  
· Signaling and/or condition(s) to trigger/stop data logging 
· Signaling and/or condition(s) for trigger/stop reporting
· Quantization of the measurement results (e.g., L1-RSRP)
· Reporting overhead reduction
· Re-transmission mechanisms in case of transmission errors for the logged data
Mod: If the container of reporting is higher layer signaling or user plane data, Re-transmission is already there. Thus, not quite sure what the benefits of this sub-bullet.

	SPREADTRUM
	Agree with this proposal in general, there is a small question whether "Information of timestamp corresponding to the reported data samples" is only for BM-case2. If so, it would be better to add it to make it clearer to understand.
Mod: Some companies proposed for both BM-Case1 and BM-Case2

	GOOGLE
	We suggest adding the following bullet to improve the measurement accuracy:
· Coverage enhancement for SSB/CSI-RS for BM

	SONY
	Support this proposal

	SAMSUNG
	Ok with the proposal in general. Some modification suggestions are as follows:
Proposal 3.2.2: Regarding the data collection mechanism for NW-side AI/ML model training at NW side, study necessity and potential specification impact (if necessary) from the following additional aspects 
· Signaling type of Container of the reporting, e.g., RRC signaling, L1 signaling 
· Information of timestamp corresponding to the reported data samples, e.g., timestamps, UE speed, SNR, etc.
· Signaling and/or condition(s) to trigger/stop data logging 
· Signaling and/or condition(s) for trigger/stop reporting
· Quantization of the measurement results (e.g., L1-RSRP)
· Reporting overhead reduction
· The buffering of collected data
Mod: The first two modifications are made. Regarding the buffering, I think it is included the data logging. 

	ERICSSON
	Support. We have not seen any need for the “Quantization of the measurement results” given the simulation results. Propose to remove such bullet, note that it can be included in the reporting overhead reduction.
Mod: This wording is quite inclusive. Anyway, there should be a quantization mechanism for the reporting. Whether any new quantization (rather than the existing one) will depend on the evaluation results. There is agreement in AI 9.2.3.1 to evaluate the impact of quantization error.

	INTERDIGITAL
	FIne

	LENOVO
	Fine

	MOD
	The proposal is updated according to the inputs and offline discussions

	MediaTek
	We are OK with the updated version.

	Mod
	The proposal is updated based on the offline session and discussion after the session

	
	




UE-side AI model training at UE side
In previous RAN1 meeting(s), the agreement(s)/conclusion(s) were made as below:  
	RAN1#111

Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded






	Huawei[2]
	Proposal 21: For UE-side model, study the UE report of training-required information, including the size of the needed training data samples, the supported configurations of Set A and/or Set B, the supported values of Top-K, etc.
@Mod: This proposal is from our paper from last meeting, this meeting we have adjusted our view a bit. Please see our comments to the proposal.

	Ericsson[4]
	Proposal 13	The UE can initiate data collection based on the received configuration/beam ID

	Spredtrum[6]
	Proposal 6：For UE-side model, support UE report training-related information, such as triggering the sending of measurement resources from gNB side, expected measurement resources, etc.

	Vivo[9]
	Proposal 19:	Regarding the data collection for AI/ML model training at UE side, study potential specification impact on resource configuration:
•	Specific beam pair resource configuration
•	Enhanced P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
Proposal 20:	Regarding the data collection for AI/ML model training at UE side, study potential specification impact on assistance information:
•	Tx beam information as assistance information from NW to UE 
•	Proprietary processed assistance information 
Proposal 21:	Regarding the data collection for AI/ML model training at UE side, study the potential specification impact on request signaling:
•	Resource request signaling for data collection from UE to NW
-	Beam pair resources request
-	P3 and/or P2 beam sweeping resources request
•	Minimum resource number request for data collection from UE to NW
-	Minimum number of beams requested for model training w or w/o resource request signaling
-	Minimum number of repetitions requested for model training w or w/o resource request signaling

	LGE[10]
	Proposal #1: For the UE AI/ML model training and inference, assist information on relation/association between Set A beams and Set B beams should be provided to UE. In this regard, Set A beams can be represented as a linear combination of Set B beams or Set A/B beams can be represented on a 2D/3D coordinate.
Proposal #2: It should be assumed that measurements of Set A beams are not available or is available but can be outdated at UE side, and UE is not expected to manage a good Rx beam for each of the Set A beams.
Proposal #3: Consider UE assistance/reporting for determining Set A, e.g. UE to report preferred Set A among candidate beams of Set A.

	Xiaomi[11]
	Proposal 22: For data collection for AI/ML model training at UE side, support UE request for gNB’s configuration with indicating the data size and the preferred relationship between set B and set A.
Proposal 23: For data collection for AI/ML model training at UE side, support gNB indicating the relationship between set B and set A, the beam shapes of set B and set A.

	CIACT[17]
	Proposal 4: UE could request AI/ML model training related information, i.e. configuration of Set A/B, values of Top-K, dataset related information, to assist AI/ML model training at UE.

	Intel[19]
	Proposal 2:	For data collection with AI/ML model training at UE side, support UE triggered reference signal transmission from the gNB to enable the UE to perform L1 measurements at least on Set B for both BM-Case 1 and 2.

	Lenovo[24]
	Proposal 6: 	Study data collection procedure to support both UE-side and NW-side AI/ML model training and model update
	For UE-centric model training, study procedure to support UE triggered data collection for model update
	For NW-centric model training, support to report larger number of beams in one beam report.

	Samsung[25]
	Proposal 4. For BM-Case1 with a UE-side AI/ML model, for data collection, support the configuration of spatial domain information of Set A and/or Set B, where identifiers can be used for representing Set A beams.
· the spatial domain information of Set A and/or Set B should not disclose network implementation
Proposal 5. For BM-Case1 with a UE-side AI/ML model, for data collection, support to use the framework of RS configuration and/or CSI report for initiate data collection for UE-side AI/ML model.
Proposal 6. For BM-Case1 with a UE-side AI/ML model, for data collection, study the following enhancement:
· UE reports its the preference on data collection, e.g., preferred RS transmission for measurement, preferred time domain pattern of the RS transmission

	Apple[26]
	Proposal 1:
· For Model training at the NW side & inference at the NW side (Alt. 1), study efficient signalling of set B selection or beam selection and RSRP representation. 
· For Model training at the NW side & inference at the UE side (Alt. 3), study model generalization performance, study model transfer/model delivery for cell-specific AI models and non cell-specific AI models.  
· For Model training at the UE side, and inference at the UE side (Alt. 2), study cell-specific signals to facilitate data collection.

	
	



Proposal 3.3
On top of the agreement made in previous meetings, there are various proposals with more details for the UE-side modeling training at UE side. Among these proposals, moderator choose the contents suggested by more than 2 companies to formulate a proposal.  Its connections with companies’ proposals are as below
· Huawei: Part of Proposal 21 is included
· Spreadtrum: Part of Proposal 6 is included
· Vivo: Part of Proposal 21 is included
· LGE: Proposal#3 is included
· Xiaomi: Part of Proposal 22 is included
· CIACT: Part of Proposal 4 is included
· Intel: Part of Proposal 2 is included
· Samsung: Proposal 6 is included

Proposal 3.3: Regarding the data collection for UE-side AI/ML model training trained at UE side, study the potential specification impact of UE reporting of training-related information from the following aspect
· Supported/preferred configurations of Resources (e.g., Set A and/or Set B, RS resources)
· the number of the needed data samples
· Other aspect(s) is not precluded


	Company
	Comments

	HW/HISI
	We think that the supported Set B/Set configurations is a UE capability discussion. The UE would indicate its Set A/B capabilities among others and then during operation the gNB would configure with a Set B/SetA according to the UE’s capability

The citied proposal 21 above in the FL summary is from our paper to last meeting. This time, we have made a proposal for UE capability: 

Proposal 29: For UE capability report of the UE-side model, study the UE report of supported configurations, including at least:
· The number of the needed data samples for training/monitoring.
· The supported configurations of Set A and/or Set B for model training/monitoring/inference.
· The supported values of Top-K for inference.
Mod: UE capability signaling is one possible way to report this information. There are also some other ways. What signaling is used to convey this information belongs to the next-level discussion.   
The 2nd bullet is added to include the 1st of your Proposal 29
The values of Top-K are more suitable for UE capability discussions

	MediaTek
	Support

	H3C
	We are fine

	XIAOMI
	Support 

	NTT DOCOMO
	Can we assume this proposal is about the data collection via UE measurement not via dataset delivery from NW. If so, the preferred number of measurement occasions for data collection should be reported by UE.

Mod: Please check whether the 2nd bullet is ok since it can achieve the same purpose

	LG
	OK with the proposal. It seems better to delete ‘of training-related information’ in the main sentence.
Mod: deleted

	VIVO
	OK

	QUALCOMM
	To avoid ambiguity, we suggest changing the first line of the proposal to “UE-side AI/ML model training trained at UE side”

Whether we see any gains related to UE suggesting RS configurations leading to better performance, we need to have some further analysis, primarily coming from 9.2.3.1, and this discussion can be deferred until then. Supported RS configurations can be part of UE feature discussions and can be discussed later in the study.

	FUTUREWEI
	Agree.

	CATT
	If Set B is a subset of Set A, then UE may report the supported/preferred pattern of Set B in Set A, e.g., fixed/pre-configured/random pattern. Thus, we prefer to add a sub-bullet as: “Supported/preferred pattern(s) of Set B in Set A, if Set B is a subset of Set A (e.g., fixed/pre-configured/random pattern)”

	ZTE
	Fine with the proposal.

	Spreadtrum
	Support

	Google
	Support in principle. The key issue is still the supported beam patterns. 
If we need to list the example for the configurations, we think the supported beam-codebook should be listed.
Mod: As only very limited company discuss the beam-codebook. Thus, there is no common understanding on “beam-codebook”. The proponent(s) is encouraged to involve more companies for “beam-codebook”

	SAMSUNG
	In our view, the proposal should better clarify whether it is the signaling from gNB to UE or from UE to gNB. We suggest the following modification.

Proposal 3.3: Regarding the data collection for UE-side AI/ML model training at UE side, study the potential specification impact of UE reporting of training-related information from the following aspect
· UE request for sSupported/preferred configurations of Resources (e.g., Set A and/or Set B, RS resources)
· gNB provides configuration to UE for Resources (e.g., Set A and/or Set B, RS resources)
· Other aspect(s) is not precluded
Mod: The main bullet says “UE reporting”. Thus, it is clear that it is from UE to NW.  For your suggested 2nd bullet, we had agreement in Nov. meeting 

	ERICSSON
	Support

	INTERDIGITAL
	Fine

	Lenovo
	Support

	MOD
	The proposal is updated according to the inputs and offline discussions

	MediaTek
	We are fine with the new update. 

	
	

	
	




Spec impact of AI/ML inference for BM-Case1 & BM-Case2
General/common aspects

In previous RAN1 meeting(s), the agreement(s)/conclusion(s) were made as below:  
	RAN1#110

Agreement
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded




The related proposals/observations are copied as below:
	H3C[5]
	Proposal 1: For BM-Case1 with Network-side or UE-side model, gNB should support sending the mapping of Set A and Set B to UEs and/or other gNBs.

Proposal 2: For BM-Case2 with Network-side or UE-side model, gNB should support sending the mapping of Set A and Set B to UEs and/or other gNBs.

	Spreadtrum[6]
	Observation 1: For beam indication in BM-Case1 and BM-Case2, the Rel15/16/17 TCI framework can be considered as starting point.
· If AI/ML inference is at NW side, the Rx beam needs to be enhanced.
· If AI/ML inference is at UE side, no specification impact is identified

	Google[8]
	Proposal 13: For AI/ML based BM, the study should be based on both Rel-17 unified TCI framework and Rel-15/Rel-16 BM framework.

	Xiaomi[11]
	Proposal 1: For BM-Case2, support the periodicity of future time instance is same or 1/N of measurement/report instance.

	NEC[16]
	[bookmark: OLE_LINK238][bookmark: OLE_LINK237][bookmark: OLE_LINK18][bookmark: OLE_LINK71][bookmark: OLE_LINK70][bookmark: OLE_LINK249][bookmark: OLE_LINK250]Proposal 11: Study discontinuous P/SP beam report.
[bookmark: OLE_LINK69][bookmark: OLE_LINK68]Proposal 12: Study the method of indicating the predicted beam(s) and corresponding beam application/dwelling time(s).

	Sony[18]
	Proposal 4	: For BM-Case2, the time window size of AI/ML model input can be determined by characteristic of time domain channel.

	NVIDIA[22]
	Proposal 10: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 11: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to report/feedback of model inference output and post-processing.

	DCM[28]
	Proposal 2: Study the following two patterns for T1 and T2 in temporal beam prediction.
・prediction of beam quality between each measurement/reporting
・prediction of beam quality instead of measurement/reporting
Proposal 4: Consider RS configuration to enable both Set A and Set B beam measurement with the following condition.
・Spatial domain beam prediction: SetA and SetB beam measurements at close time
・Temporal beam prediction: SetA and SetB beam measurements with certain prediction time offset

Observation 3: System performance can be obtained by the empirical observation or the calculation with model accuracy and the channel measurements. 
Proposal 11: Study two-stage beam measurements with top-N predicted beams, since it reduces RS measurement overhead and increases the reliability of beam selection compared to top-1 beam prediction. 

	
	




	Company
	Comments

	
	

	
	

	
	

	
	

	
	

	
	

	
	




AL/ML inference at gNB side 

In previous RAN1 meeting(s), the agreement(s)/conclusion(s) were made as below:  
	RAN1#110bis-e

Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

RAN1#111

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered







The related proposals/observations for both BM-Case1 and BM-Case2 are copied as below:
	FUTUREWEI[1]
	Proposal 2: For DL beam pair prediction of BM-Case1 and BM-Case2, study the feasibility and potential spec impacts (if feasible) from the following aspects as a starting point 
· How to align the common understanding between NW and UE on the mapping between beam pairs and UE’s associated Rx beams
· Whether/How to indicate a beam pair from NW to UE
· whether/how Rx beam related information reported from UE to NW
· Note1: The potential down-selection/prioritization (if any) on the types of beam prediction is a separate discussion 
· Note2: The performance and spec impacts should be considered.
· Note3: The spec impact of DL Tx beam prediction is a separate discussion.
Proposal 3: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the L1 beam reporting enhancement for AI/ML model inference, including the mechanism that enables gNB to map the received L1-RSRP measurements to the corresponding beam/beam pairs, e.g., Set A beam (pairs).

	Huawei[2]
	Observation 2: For NW-side model of DL Tx beam prediction and BM-Case 1/BM-Case 2, the relationship between Set B and Set A is transparent to UE.
Proposal 9: For NW-side model of DL Tx-Rx beam pair prediction and BM-Case 1/BM-Case 2, the relationship between Set B and Set A may need be studied, where the Rx beam IDs for Set B and the Rx beam IDs for Set A may need to be indicated to the gNB.
Proposal 27: For AI/ML model at the NW-side, no strong motivation to introduce finer resolution for UE reported measurement results at least for model inference.
· The motivation of introducing finer resolution for UE reported measurement results for training may be discussed after being justified in 9.2.3.1.

	ZTE[3]
	Observation 1: The Tx beam prediction can be achieved by initiating a P2 beam sweeping procedure on data collection for model training and model inference.
Observation 2: Since the UE Rx beam is up to implementation in current specification, the P1 beam sweeping procedure is still conceptual and there is no explicit signaling/configuration for P1 in current specification.
Proposal 2: To facilitate the beam pair prediction, P1 should be specified clearly in the specification with potentially enhanced RS resource set configuration and reporting mechanism.
Proposal 3: For the NW-side beam pair prediction, it is desirable to implicitly indicate the Rx beam ID to facilitate data collection at the NW side and avoid UE proprietary information disclosure issue.
Proposal 18: In order to facilitate AI/ML operations for BM-Case1 and BM-Case2, study the following additional aspects:
· Beam indication of the unmeasured Tx beam from network to UE
· Beam indication of the predicted DL beam pair from network to UE
· Beam indication of multiple future time instances for BM-Case2
Proposal 19: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancements for AI/ML model inference:
· Reporting resolution enhancement
· Reporting unmeasured beams
· Reporting overhead reduction
· Reporting assistance information

	Ericsson[4]
	Proposal 14	Enhanced resolution should be motivated via evaluations, using realistic assumptions on the measurement imperfections
Proposal 15	Study spec impact for UEs to report the measurement uncertainty 
Observation 4	RAN4 could study tightening requirements on the measurement accuracies
Proposal 16	Consider mechanism to signal UE assistance data (e.g. UE direction, UE orientation information, UE antenna gain, UE probability of being subject to dynamic blocker, UE speed, UE RX-beam) associated with beam measurement report for NW-sided model inference

	Spreadtrum[6]
	Proposal 9: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the enhancement for beam reporting to report one DL Tx beam received by multiple Rx beams.

	OPPO[7]
	Proposal 14: For BM-Case1 and BM-Case2 when inference at NW side, study L1 beam reporting mechanism to convey the measurements of Set B to NW.
Proposal 15: For BM-Case1 and BM-Case2 when inference at NW side, study the beam indication mechanism for Tx beam only prediction and Tx-Rx beam pair prediction.

	Google[8]
	Proposal 15: For AI/ML in gNB side, study the following potential enhancement to reduce the L1-RSRP measurement and quantization error.
· CSI-RS coverage enhancement
· More advanced receiver to reduce measurement error
· High-resolution quantization scheme to reduce quantization error

	Vivo[9]
	Proposal 23:	For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on resource configuration for AI/ML model inference:
•	Specific beam pair resource configuration
•	Enhanced P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
•	Resource configuration with multiple pre-configured patterns
Proposal 24:	For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on assistance information for AI/ML model inference:
•	Rx beam information as assistance information from UE to NW, including measured Rx beam information, expected Rx beam information, and best Rx beam information. 
•	Proprietary processed assistance information 
Proposal 25:	For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on measurement report for AI/ML model inference:
•	UE measures the beams of Set B and reports M1 L1-RSRPs optionally with M2 RS indicators 
-	If M1 is equal to the number of beams or beam pairs in Set B (noted as X), corresponding RS indicators may be not needed. 
-	If M1 is smaller than X/2, corresponding M2 RS indicators are needed
-	If M1 is smaller than X, but larger than X/2, RS indicators are needed for indicating M2 beams or beam pairs in Set B not included in the measurement report. 
Proposal 26:	For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on report overhead reduction for AI/ML model inference:
•	Reducing unnecessary L1-RSRP report where the omitted L1-RSRPs may be lower than a pre-defined threshold
•	Pattern-based beam report if beam resource configuration with multiple pre-configured patterns is supported
•	Study how to further reduce report overhead of time domain beam prediction for measurement results of multiple occasions.
Proposal 27:	For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on quantization enhancement for RSRP quality improvement for AI/ML model inference:
•	High-precision L1-RSRP quantization
•	Multi-resolution L1-RSRP quantization, e.g. high-resolution quantization for a group of best RSRPs and low-resolution quantization for others.
Proposal 28:	For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on TCI indication for AI/ML model inference:
•	Enhanced TCI indication based on both Rel-15/16 and Rel-17 unified TCI frameworks

	LGE[10]
	Proposal #12: For NW-sided AI/ML in BM-Case2, consider enhancements on UE reporting and beam indication.

	Xiaomi[11]
	Proposal 6: For beam indication of Tx beam being not measured by UE, gNB can indicate the Rx beam ID instead of Tx beam ID to UE in the case of Tx/ Rx beam pair prediction at gNB side.
Proposal 7: For the case of Tx beam or TxRx beam pair inference with specific Rx, support to indicate Rx beam information to UE for obtaining L1-RSRP input to AI/ML model.
Proposal 8: Support a common AI model for UE with different number of Rx beam.

	IDC[12]
	Observation 13: The current NR specification supporting UE reporting with up to 4 best CRIs/SSBRIs with L1-RSRP or L1-SINR can be very limited for a network-side AI/ML model. 
Proposal 16: Consider increasing number of CRIs/SSBRIs (e.g., 8 CRIs/SSBRIs).

	Nokia[13]
	Proposal 14: For model inference at the NW side, study the CSI reporting enhancement on how to configure measurements of a fixed or variable set for Set B measurements. 

	CATT[14]
	Proposal 11: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following TCI states enhancement for AI/ML model inference:
· How to indicate the predicted best beam;
· How to indicate the predicted beam pair or Rx beam;
· How to indicate the beam for multiple future time instances for BM-Case2.
Proposal 13: Regarding the data collection for AI/ML model inference at NW side, UE needs to report the measurement results of more than 4 beams optionally with the corresponding RS indicators to gNB, which can use L1 signaling or MAC CE.

	Fujitsu[15]
	Proposal 5: Regarding the inference of NW-side model, study the potential specification impacts on the UE behavior of measurement reporting.
Proposal 6: For the DL beam pair prediction with a NW-side model, study the potential specification impacts on the Rx beam information included in report instance.
Proposal 7: Regarding the Rx beam information included in report instance for the DL beam pair prediction with a NW-side model, it is suggested to study
· Physical beam information (e.g., beam angle)
· Logical beam information (e.g., beam ID)
· FFS: How to map the logical beam into physical beam 

	Intel[16]
	Proposal 6:	For AI/ML model training and inference at NW side, support larger than 4 beams to be reported in one beam reporting instance with potential beam reporting over MAC-CE.

	CMCC[20]
	Proposal 1: For Tx-Rx beam pair prediction with AI/ML model training at NW side, study how to define and map the beam pair ID to align the understanding between the NW and the UE.
Proposal 3: For DL Tx beam prediction with AI/ML model training at NW side, the Rx beam assumption should be aligned between the network and UE. 
Proposal 5: For BM-Case1 with a network-sided AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
•	UE to report the measurement results of more than 4 beams (pairs) in one reporting instance, including the reporting mechanism (e.g. differential beam reporting). 	

	Lenovo[24]
	Proposal 10: 	Study on how to obtain the assisting information for AI/ML model input for both NW-side and UE-side AI/ML inference.
Proposal 14: 	Rel-17 CSI reporting framework can be reused for NW-side beam prediction by increasing the number of beams in a beam report.
Proposal 15: 	To Support NW-side AI/ML inference, the gNB can configured one or more CSI reports for beam report for the UE to report the L1-RSRPs of all the beams configured in the CMR associated with the CSI report.

	Samsung[25]
	Proposal 2: For BM-Case1 with a network-side AI/ML model, for model inference, the following aspects should be considered to support a single beam report with more than 4 beams in one reporting instance:
	Content of CSI report
	Payload size reduction
Proposal 13: For BM-Case2 with a network-side AI/ML model, for model inference, study the enhancement of L1 report for future predicted beams:
	Enhancement on L1 beam report mechanism (e.g., report more than 4 beams in one reporting instance, enhanced granularity of L1-RSRP)
	Information about the timestamp corresponding the reported beam(s)
      	FFS: explicit or implicit

	QC[27]
	Proposal 4 For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
•	Report of temporal variance of L1-RSRP/L1-SINR measurements for beams

	DCM[28]
	Proposal 6: In DL beam prediction with NW side model, some mechanisms to report Rx beam ID used for beam measurements and configuring the certain Rx beam determination policy can be considered as potential specification impacts.
Observation 4: Enhancements on beam selection policy in CSI reports might be potential specification impacts for spatial domain beam estimation. 
Proposal 7: CSI report should be enhanced to facilitate the model inference of temporal beam prediction with the overhead reduction. 

	MTK[30]
	Observation 9: Model trained and tested with the same quantization methods performs better than model trained with higher precision quantization methods but tested with lower precision quantization methods.
Proposal 9: At least for BM Case-1 NW-side model, NW should indicate UE which quantization method to use for beam report, based on the quantization method that is used to train its model.

	
	



Proposal 4.2.1

For network-side AI/ML model, there are many tdocs discussing the potential spec impacts of beam (pair) prediction. Regarding the type of beam (pair) prediction, companies’ views in the tdocs submitted to this meeting were summarized as below
· Alt.1 (DL Tx beam prediction) is prioritized
· Huawei, Ericsson, LGE, Nokia, Samsung, MTK, 
· Alt.3 (DL beam pair prediction) is preferred or support both Alt.1 and Alt.3
· Futurewei, ZTE, Spreadtrum, OPPO, vivo, IDC, CATT, Fujitsu, CIACT, Intel, DCM 
The opponents raised some issues (especially for the feasibility and the disclosing of UE implementation) of Alt.3 for NW-sided beam prediction. Moderator feels some of them are valid and more clarifications/ justifications are needed.  Thus, it would be a natural way to discuss the feasibility, spec impacts and performance before the group decide the potential down-selection/prioritization (if any). One important issue is how to align the common understanding on the mapping of beam pairs and UE’s Rx beams. Otherwise, the AI model should try to find a solution with good generalization performance for all possible UE implementations. For example, let’s consider two UEs with the same number of Rx beams and the same Rx beam patterns (we denote the physical Rx beams by B1 and B2, respectively): 
· The mapping of the physical Rx beams to some indicators (e.g., beam ID) is usually up to UE implementation.
· The same physical Rx beam (e.g., B1) of these two UEs may be associated with different beam IDs or different DL beam pairs.
Thus, the following proposal is suggested for discussion. The feasibility is added as the study task with the hope that it is more acceptable to the opponents of Alt.3.  The connections of this proposal and the proponents’ proposals are as below:
· Futurewei: Proposal 2 is included
· Huawei: Part of Proposal 9 is included
· ZTE: Proposal 3 and part of Proposal 18 are included
· Spreadtrum: Proposal 9 is included
· OPPO: Part of Proposal 15 is included
· Vivo: Part of Proposal 23 is included
· Xiaomi: Parts of Proposal 6/7 are included
· CATT: Part of proposal 14 is included
· Fujitsu: Parts of Proposal 6/7 are included
· CMCC: Proposal 1 is included


Proposal 4.2.1: For DL beam pair prediction of BM-Case1 and BM-Case2 with a network-side AI/ML model, study the feasibility and potential spec impacts (if feasible) from the following aspects as a starting point 
· Whether/How to align the common understanding between NW and UE on the mapping between beam pairs and UE’s associated Rx beams
· Whether/How to indicate a beam pair / Tx beam /Rx beam from NW to UE
· whether/how Rx beam related information corresponding to a Tx beam reported from UE to NW
· Note1: The potential down-selection/prioritization (if any) on the types of beam prediction is a separate discussion 
· Note2: The performance and spec impacts should be considered.


	Company
	Comments

	HW/HISI
	Not agree at this stage. This proposal is not needed at this stage on top of Proposal 2.1 and more off-line discussion is required firstly.

As we commented earlier, the term “feasibility” can have a broad meaning and different companies can have their own understanding. If feasible means “possible”, then of course Tx-Rx beam pair prediction is possible depending on what kind of information RAN1 would agree to exchange between UE and gNB.

For beam pair prediction, we want to emphasize that also for a UE side model, it is very helpful to inform the gNB about the Rx beams. Both deployments sides can work without explicit Rx beam information exchange and both deployments side can work if some information about the Rx beams is sent to the gNB. Therefore, the indication of Rx beams to the gNB is a discussion that should not be tied to a gNB model deployment, but is applicable to both deployment sides:

Case 1: If no Rx beam information is indicated to the gNB:
For a gNB side model inference, simulation results (e.g. R1-2300173) have shown that any sampling at the Rx beam space causes severely performance loss due to the lack of spatial channel characteristics after Rx beam sampling. Thus, since then RSRPs for all Rx beams have to be provided during inference, a gNB side model could work also without specific Rx beam indication.
For UE side model inference, assume that the AI/ML model infers the top-5 beam pairs that shall be evaluated in a second round sweeping. As example {(Tx1/Rx1), (Tx1/Rx3), (Tx3/R3), (Tx4/Rx5), (Tx17/Rx8)}. For each Tx beam measurement with a different Rx beam, the Tx beam has to be repeated (since the UE can only measure with one Rx beam at a time). But the gNB would has no idea about with which and with how many Rx beams the UE is intending to the measure the Tx beams of the inferred Tx-Rx beam pairs. Therefore, it has to transmit each of the indicated Tx beams according to the maximum number of Rx beams that are available at the UE, e.g. 4 or 8, to guarantee that the UE can change its Rx beam and measure according to the inference output.
This will cause extra latency and transmission overhead transmission. For the example above instead of the 5 Tx transmissions that would be sufficient if the gNB had the Rx info available, 4Tx*8Rx= 32 transmissions would be required. Note that this extra overhead would not be needed for a gNB side model. 

Case 2: If Rx beam information is indicated to the gNB:
The gain for such an approach might come for the UE side deployment since the latency and overhead during the Top-K sweeping can be reduced substantially (as explained for Case 1). 

Hence, the indication of Rx beams to the gNB might even make more sense for the UE side model than it would make a gNB side model.

Mod: we have discussed offline

	MediaTek
	This proposal can be discussed after Alt.3 (Beam pair prediction) is agreed in Proposal 2.1.

Mod: it is obvious that the group cannot achieve consensus to prioritize Alt.1. We need to find middle ground to move forward.

	H3C
	For bullet 2, we think NW only need to indicate the Rx beam to UE
Mod: Added

	XIAOMI
	As for the beam indication, propose the following update 

· Whether/How to indicate a beam pair / Tx beam/ Rx beam from NW to UE
Mod: Added

	LG
	As commented for 3.1, we don’t support studying BPL prediction with NW-side AI/ML model.
 

	VIVO
	OK

	QUALCOMM
	Before these details, Proposal 2.1 needs to be agreed. Also, we had repeatedly brought up feasibility concerns for NW-side beam pair prediction and have not received at least high-level prospects of how to make it feasible from discussions with proponents. Our suggestion is to perform comprehensive feasibility and overhead analysis in 9.2.3.1 prior to discussing signaling aspects. To the best of our knowledge, there has been no evaluation in 9.2.3.1 with practical overhead assumptions on the benefit of beam pair prediction at NW. The potential benefits should be proven first by proponents before considering further signaling aspects.
Mod: it is obvious that the group cannot achieve consensus to prioritize Alt.1. We need to find middle ground to move forward. The note “•	Note2: The performance and spec impacts should be considered.” has mentioned performance that will be investigated in EVM session.

	FUTUREWEI
	Agree.

	CATT
	Fine with the proposal 

	ZTE
	Support. Xiaomi’s update is fine to us.

	FUJITSU
	For quantization of L1-RSRP measurement results, it’s suggested to wait for more evaluation results on the impacts about quantization error in agenda 9.2.3.1.  

	SPREADTRUM
	Support

	GOOGLE
	We think the key problem is still the NW and UE need to maintain the same understanding on a beam-codebook. This beam-codebook does not restrict the implementation in NW side, but it is only used for predicted beam report, which is similar to codebook used for CSI report. 

	SAMSUNG
	In our view, for NW-side model, it is very difficult to control UE Rx beam in terms of beam prediction. For example, the Rx beam prediction is very sensitive to UE rotation, UE Rx pattern and other UE side features. It is better to check the feasibility in 9.2.3.1 before we further study this aspect in detail.
Mod: The note “•	Note2: The performance and spec impacts should be considered.” has mentioned performance that will be investigated in EVM session. 

	ERICSSON
	We question the feasibility of UE RX beam selection at the network side. We should progress on proposal 2.1 first. 
Mod: it is obvious that the group cannot achieve consensus to prioritize Alt.1. We need to find middle ground to move forward. 

	INTERDIGITAL
	Support

	LENOVO
	we prefer the following update for the 3rd bullet:
· whether/how Rx beam related information corresponding to a Tx beam reported from UE to NW
Mod: added

	MOD
	The proposal is updated according to the inputs and offline discussions

	MediaTek
	Agree with Samsung. For us to move forward for beam pair prediction of a NW-side AI/ML model, the feasibility of it needs to be studied 9.2.3.1. However, the current agreed simulation settings in 9.2.3.1 cannot completely reflect the challenges of beam pair prediction. For example, there is no agreement on how to model the UE orientation (Based on our observation of all the 9.2.3.1 Tdocs, only Intel specifically mention they generated L1-RSRP measurement data while changing the UE orientation in LLS level). We think the goal of this proposal, at this stage, is to facilitate 9.2.3.1 to study the feasibility of beam pair prediction first. 

	
	

	
	



Proposal 4.2.2 

The following three issues were discussed in previous meetings. In this meeting, many tdocs continue to discuss some or all of these three issues. In order to address the concerns of opponents, the necessity is added as one study task. 
Finer granularity
Regarding the UE reporting, there are some companies suggesting fine granularity for L1-RSRP in their tdocs, whereas some other companies think there is no sufficient justification so far.
· Support: ZTE, Google, vivo, Samsung, MTK, 
· Not support: Huawei, Ericsson, 
Based on the discussion in previous meetings and the submitted tdocs, a more general formation is suggested to include the existing mechanism. And the default quantization scheme is also emphasized as a sub-bullet.  
Indication of unmeasured beams
The note is kept to emphasize that the output of the study may be no spec impact. Moreover, “beam pair” is added since some companies argued there is no prioritization between Alt.1 and Alt.3 so far.  
Multiple-beam indication
The same bullet is kept as the last meeting.


Proposal 4.2.2: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following additional aspects (including the necessity) to facilitate AI model inference:
· Quantization of L1-RSRP measurement results
· The default quantization scheme is NR existing quantization for L1-RSRP reporting if no consensus can be achieved on any other quantization scheme(s)
· Beam indication of the unmeasured Tx beam(s) (or unmeasured beam pair(s)) from network to UE
· Note: This may or may not have specification impact (e.g., legacy mechanism may be reused).
· Beam indication of multiple future time instances for BM-Case2
· Report of temporal variance of L1-RSRP/L1-SINR measurements for beams 
· Note: at least the performance and spec impacts should be considered


	Company
	Comments

	HW/HISI
	We think the first bullet is not needed. This has been evaluated in the 9.2.3.1 and if our observation is correct, no company that submitted results has observed a gain. If this issue should be discussed further at all, then it should be in AI 9.2.3.1 firstly.
Mod: This wording is quite inclusive. Anyway, there should be one quantization mechanism. Thus, it can be a study point. The final decision on the detailed quantization will impacted by the output o EVM session. 

For the second bullet, for our understanding, can you please elaborate one the use case? To us it seems this might only exist in case of Top-1 prediction. Is this correct?

Mod: deleted

The third bullet seems only be applicable to BM-Case 2. That should be clarified.
Mod: There is “for BM-Case2”

Comment to the note: Since performance should be evaluated, we think it would be better to handle this proposal in 9.2.3.1 firstly?

	MediaTek
	Support

	XIAOMI
	Ok 

	NTT DOCOMO
	Before agreeing to study the quantization aspects in this agenda, the benefit of finer granularity should be verified in 9.2.3.1

	LG
	OK

	VIVO
	OK

	QUALCOMM
	We suggest adding the following as an item:
Report of temporal variance of L1-RSRP/L1-SINR measurements for beams 

As mentioned in our contribution, at least for BM-Case2, the report of temporal variance of L1-RSRP/L1-SINR measurements can be utilized at the input of NW-side AI/ML model. Let us consider a given gNB beam, e.g., beam ID 1. As the beam measurement and reporting periodicity may be different, report of temporal variation of L1-RSRP measurements gives gNB more granular information about the temporal variance of L1-RSRP measurements in between reporting instances. Additionally, the measurements related to beam ID 1 may not be reported in some of the previous reporting instances. This is more of an assistance information from UE to help NW with AI/ML inference. NW may be able to make more informed predictions based on whether the measurements for a given beam have been more or less static in the past measurement instances.
Mod: Added

	FUTUREWEI
	Agree.

	NEC
	OK

	CATT
	Fine with the proposal 

	ZTE
	Support

	SPREADTRUM
	We think the first sub-bullet needs to be further evaluated. 
Mod: This wording is quite inclusive. Anyway, there should be one quantization mechanism. Thus, it can be a study point. The final decision on the detailed quantization will impacted by the output o EVM session. 


	GOOGLE
	Support

	SONY
	We support third bullet. We confuse with second bullet, what case need network indicate UE the unmeasured Tx or pairs beams

	SAMSUNG
	Support the proposal in general.

	ERICSSON
	We did not see any gains by quantization of L1-RSRP in the evaluations, could be removed.  
Mod: This wording is quite inclusive. Anyway, there should be one quantization mechanism. Thus, it can be a study point. The final decision on the detailed quantization will impacted by the output o EVM session. 

We don’t understand why the NW need to indicate the unmeasured TX beams. It would be good with some clarification on such bullet.
Mod: deleted


	INTERDIGITAL
	Support

	LENOVO
	Support

	MOD
	The proposal is updated according to the inputs and offline discussions

	MediaTek
	Generally OK. For the newly added bullet suggested by Qualcomm, since it is assistance information, could we change the bullet to assistance information so that other potential assistance information is not excluded? That is, 
· Assistance information, if any (e.g. Report of temporal variance of L1-RSRP/L1-SINR measurements for beams)


	ZTE
	The necessity and performance gains of any assistance information need to be fully evaluated first in agenda 9.2.3.1. According to simulation results provided by most companies, assistance information except L1-RSRP and beam ID is unnecessary. So, we prefer not to mention the assistance information in this proposal.
Regarding the indication of the unmeasured Tx beam or beam pair, the predicted Tx beam may not be explicitly measured by UE, which makes the associated QCL relation unavailable. A possible solution for this issue is to configure additional aperiodic RS resources for beam measurement over the predicted top-1/K beams. Therefore, we prefer to keep the second bullet to align companies’ understanding.

	
	




AL/ML inference at UE side 

In previous RAN1 meeting(s), the agreement(s)/conclusion(s) were made as below:  
	RAN1#110bis-e

Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information






The related proposals/observations for BM-Case1 and BM-Case2 are copied as below:
	Huawei[2]
	Proposal 7: For the model training/monitoring/inference for the UE-side model under BM-Case 1/BM-Case 2, for a specific Set B which the UE measures, it should be studied how to indicate the UE with the associated Set A.
· For model inference, in particular, this indication can be used to align the interpretation of the AI/ML output beam(s) from Set A between NW and UE, regardless whether the UE has measured the AI/ML output beam(s).
Proposal 8: For the model training/monitoring/inference for the UE-side model under BM-Case 1/BM-Case 2, the mapping between Set B and Set A should be studied at least for following cases:
· When Set B is a subset of Set A, and when variable beams are used in Set B (if applicable)
· FFS when Set B is a set of wide beams different from Set A
Proposal 24: For AI/ML model inference at the UE-side under BM-Case 1 and BM-Case 2, study the potential spec impact of L1 signaling to report the predicted beam IDs of more than 4 beams in one reporting instance.
Proposal 25: For AI/ML model inference at the UE-side under BM-Case 1 and BM-Case 2, study the adaptive number (i.e., Top-K) of reported beam IDs/RSRPs determined by the UE.
Proposal 26: For AI/ML model inference at the UE-side, the motivation of introducing the report of confidence/probability of the AI/ML output is not clear and should be postponed until evaluation results are available in 9.2.3.1.

	ZTE[3]
	Proposal 4: For the UE-side beam pair prediction, study enhanced RS configurations to assist UE-side data collection.

	Ericsson[4]
	Observation 5	L1-RSRP prediction from UE can reduce the need for additional measurements for the purpose of link-adaptation
Proposal 17	Update agreement with changes marked in red: “For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
•	The beam(s) that is based on the output of AI/ML model inference
•	FFS: Predicted L1-RSRP corresponding to the beam(s) (if applicable)
•	FFS: other information
•	Confidence/uncertainty information related to the output of AI/ML model inference
Proposal 18	Study enhanced CSI resource/report configuration to facilitate temporal and spatial beam predictions. For example, how to adapt the TCI switch time offsets or configure several TCI in one configuration.
Proposal 19	Study beam indication for a UE to switch to a predicted beam with unknown TCI state.
Proposal 20	The investigation of assistance information signalling should prioritize efficient mechanisms for NW to indicate beam IDs to the UE

	Spreadtrum[6]
	Proposal 10: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the enhancement for beam report without RSRP.

	OPPO[7]
	Proposal 11: For BM-Case1, if Rx beam(s) predicted at UE side, there seems no strong specification impact.
Proposal 12: For BM-Case2 beam predicted at UE side, one beam reporting instance should include beam prediction of N future time instance(s).
Proposal 13: For BM-Case2 beam predicted at UE side, the timestamp of N time instance(s) can be implicitly reported to NW.

	Google[8]
	Proposal 16: For AI/ML in UE side, study the potential enhancement to maintain the same understanding between the gNB and UE with regard to the reported beam information based on a beam-codebook similar to CSI feedback based on a codebook
· The UE can report a beam matrix indicator (BMI) based on the beam-codebook

	Vivo[9]
	Proposal 29:	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact on resource configuration for AI/ML model inference:
•	Specific beam pair resource configuration
•	Enhanced P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
Proposal 30:	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact on beam resource request for AI/ML model inference:
•	Renew beam pattern request w or w/o beam pattern suggestion from UE to NW
•	Minimum resource number request from UE to NW
-	Minimum number of requested beams
-	Minimum number of requested repetitions 
Proposal 31:	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact on assistance information for AI/ML model inference:
•	Tx beam information as assistance information from NW to UE 
•	Proprietary processed assistance information 
Proposal 32:	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact on beam report for AI/ML model inference:
•	Predicted L1-RSRP report and study how to report predicted beam indicator
•	Fallback beam report to indicate invalid measured results for AI/ML based beam prediction
•	Study how to further reduce report overhead of time domain beam prediction for predicted results of multiple occasions.
Proposal 33:	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact on TCI indication for AI/ML model inference:
•	Enhanced TCI indication based on both Rel-15/16 and Rel-17 unified TCI frameworks

	LGE[10]
	Proposal #1: For the UE AI/ML model training and inference, assist information on relation/association between Set A beams and Set B beams should be provided to UE. In this regard, Set A beams can be represented as a linear combination of Set B beams or Set A/B beams can be represented on a 2D/3D coordinate.
Proposal #4: For UE-sided models, support predicted L1-RSRP reporting together with beam information for NW to compare beam quality of multiple Ues and/or multiple beams of the same UE.
Proposal #5: For UE-sided models, the reported beam(s) that is based on the output of AI/ML model inference should be represented based on Set B beams of which UE can measure and maintain its Rx beam.
Proposal #8: For the beam reporting of N future time instance(s), consider UE to report beam(s) for each time instance or beam(s) for the time duration, i.e. from the first time instance to the last time instance.
Proposal #9: For fallback operation, it should be considered that UE to report the beam(s) of current time instance as well as the N future time instance(s).
Proposal #10: Support predicted L1-RSRP report together with beam(s). In case of N>1, information on time-variation of L1-RSRP can also be included in the report for helping intra-/extra-polation at NW side.
Proposal #11: Consider NW to indicate timestamp(s) for the predicted beam(s).

	Xiaoim[11]
	Proposal 10: Support to report predicted L1-RSRP in the L1-beam report with an indication to let gNB know which L1-RSRP is a predicted L1-RSRP.
Proposal 12: Consider one absolute L1-RSRP for each time instance or one absolute L1-RSRP for all time instance in one beam report including beam reports of more than one time instance for BM-case 2.
Proposal 13: Consider UE to report the number/ periodicity of the time instance in beam report for BM-case 2.

	IDC[12]
	Observation 11: For BM-Case 1 with a UE-side AI/ML model, the current beam reporting with CRIs/SSBRIs and corresponding L1-RSRP values is enough to indicate the best beam(s) from AI/ML model inference. 
Observation 12: For BM-Case 2 with a UE-side AI/ML model, information about the time stamp for the reported CRIs/SSBRIs can be further considered. 
Proposal 15: For a UE-side AI/ML model, consider information about the time stamp for potential specification impact.

	Nokia[13]
	Proposal 11: For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to optionally report the following information of AI/ML model inference to NW,  
•	Predicted L1-RSRP corresponding to the beam(s)
•	Other information (FFS: details) 

Proposal 12: For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to optionally report the following information of AI/ML model inference to NW,  
•	Other information (FFS: details)

Proposal 15: For UE side DL Tx beam or DL Tx-Rx beam pair prediction with collaboration level-y, RAN1 shall investigate further details about UE side model generalization and the corresponding NW-UE model alignment scheme.
Proposal 16: For UE side DL Tx beam or Tx-Rx beam pair prediction, further study configuring different RS resource sets for beam prediction and beam measurements.

	CATT[14]
	Proposal 12: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW:
· Whether to report predicted L1-RSRP depends on the model outputs.

	Fujitsu[15]
	Proposal 8: For DL beam (pair) prediction with a UE-side model, study the potential specification impacts of model inference on
· The interactions with NW about the required Tx beams of Set B
· The mechanism of the mapping Set B to Set A

	Intel[19]
	Proposal 4:	If the predicted RSRP is directly obtained from the output of the AI/ML model, such metrics should not be reported back to the network. If the predicted RSRP is defined as the actual measured RSRP on the best beam predicted by the model, such metric can be reported back to the network assuming that the overhead due to the additional measurement, if needed, is accounted for in the KPI calculation.

	CMCC[20]
	Proposal 2: For Tx-Rx beam pair prediction with AI/ML model training at UE side, study the required information should be reported to the network to facilitate the Tx beam transmission.
Proposal 4: For DL Tx beam prediction with AI/ML model training at UE side, the request of Tx beam transmission should be reported to the network.
Proposal 6: For BM-Case1 with a UE-side AI/ML model, study whether to support UE to report the measurement results of more than 4 beams (pairs) in one reporting instance
Proposal 7: For BM-Case1 with a UE-side AI/ML model, whether the predicted L1-RSRP need to be reported can be configured by the gNB.

	ETRI[21]
	Proposal 1. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, the following aspects can be further studied for the reporting and change rules of Set B:
	UE reporting of the candidate beams in Set B for the measurement in the next time instance 
	Change rules of Set B based on UE reporting for a single UE or multiple Ues
Proposal 2. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, predicted L1-RSRP report with beam information of Set B can be supported for NW to monitor the performance of the AI/ML model.
Proposal 3. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, the potential impact of L1-RSRP ignaling to distinguish whether it is predicted or measured can be studied when UE reports the L1-RSRP of AI/ML model inference to NW.

	Panasonic[23]
	Proposal 1: CSI reporting framework can be considered as starting point for UE to report beam prediction to NW in case of UE-side inference.
Proposal 2: Prediction related metrics can be introduced in the CSI report configuration as the report quantities. FFS the following prediction related metrics:
-	Predicted beam ID (or RS ID, or TCI State ID)
-	Predicted beam quality, such as predicted L1-RSRP, L1-SINR 
-	Predicted beam application time (when to start/stop applying the predicted beam)
-	Confidence/probability information
Proposal 3: Consider introducing mechanism for NW to distinguish between prediction and measurement results.
Proposal 4: RAN1 to agree following Proposal 6.3.2 in Feature Lead Summary (FLS):
Proposal 6.3.2 in FLS: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following aspect(s): 
· Indication of the associated Set A from NW to UE including association/mapping of Set A and Set B if applicable
· Indication of the beams for UE measurement

	Lenovo[24]
	Proposal 9: 	Rel-17 CSI reporting framework can be reused for UE-side beam prediction by configuring measurement beam Set B as the channel measurement resource, but the reported beam is selected from another prediction beam Set A.
Proposal 10: 	Study on how to obtain the assisting information for AI/ML model input for both NW-side and UE-side AI/ML inference.
Proposal 13: 	For a beam report associated with AI/ML inference, the UE indicate that the reported beams are predicted beams or measured beams in the beam report.

	
	Proposal 7. For BM-Case1 with a UE-side AI/ML model, for model inference, support the configuration of spatial domain association of Set A and/or Set B, where identifiers are needed for representing Set A beams.
· the spatial domain information of Set A and/or Set B should not disclose network implementation
Proposal 8: For BM-Case1 with a UE-side AI/ML model, for model inference, further study the specification impacts on the following aspects:
· UE to report the predicted beam using the identifiers for Set A beams
Proposal 9: For BM-Case1 with a UE-side AI/ML model, for model inference, further study the feasibility to predicted L1-RSRP corresponding to a predicted beam.
Proposal 14: For BM-Case2 with a UE-side AI/ML model, for model inference, study the enhancement of L1 report for future predicted beams:
	For the beam(s) of N future time instance(s), N = 1 is baseline
	Implicit timestamp corresponding the reported beam(s) is baseline
Proposal 15: For BM-Case2 with a UE-side AI/ML model, for model inference, further study the feasibility to predicted L1-RSRP corresponding to a predicted beam.

	QC[27]
	Proposal 3 For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact of reporting the following information of AI/ML model inference to NW:
•	Predicted L1-RSRP corresponding to the beam(s)
•	A measure of confidence for the predicted beam(s) and predicted L1-RSRP(s)
•	Probability for the predicted beams to be the best beam
•	FFS: frequency of such a report

Proposal 5 
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signalling to report the following information of AI/ML model inference to NW:
•	Information about NW DL TX beam angles from target prediction beam set (Set A)
o	UE may predict best beam angles from target prediction beam set (Set A) by measuring measurement beam set being input to AI/ML model (Set B) of DL TX beams
o	FFS: details of beam angle, e.g., beam boresight direction

Proposal 6 
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signalling to report the following information of AI/ML model inference to NW:
•	Predicted beam blockage/failure

	DCM[28]
	Observation 5: Active models determine what information can be reported based on the model inference.
Proposal 10: Study the L1 signalling to report the top-1 or/and top-N/1 probability of certain beam(s) from each model inference as a potential specification impact.
Observation 8: Time instances corresponding to the reported beam(s) does not need to be reported when CSI reference resource is aligned between UE and NW, since it can be implicitly determined based on the measured RS occasion and the time offset.
Observation 9: It is beneficial to report the explicit predicted time instances in the reporting, if CSI reference resource is not always aligned between UE and NW.

	KT[29]
	Proposal 2. For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to collect the following inputs for AI/ML model inference:
· L1-RSRP measurement based on Set B
· The corresponding DL Tx and/or Rx beam ID

	
	




Proposal 4.3.1 
Regarding the type of beam (pair) prediction, companies’ views in the tdocs submitted to this meeting were summarized as below
· Alt.1 (DL Tx beam prediction) is prioritized
· Huawei, Ericsson, LGE, Nokia, Samsung, MTK, 
· Alt.3 (DL beam pair prediction) is preferred or support both Alt.1 and Alt.3
· Futurewei, ZTE, Spreadtrum, OPPO, vivo, IDC, CATT, Fujitsu, CIACT, Intel, DCM 
Regarding Alt.3 (Beam pair prediction) for UE-side AI model, the concerns mainly arise from the following two aspects:
· The UE implementation should not be disclosed
· If the Rx beam ID is not reported to gNB, there will no difference compared to Tx beam prediction from the specification perspective
Meanwhile, many companies (including some proponents of beam pair prediction) believe only the information of Tx beam (rather than Tx-Rx beam pair) is necessary to be reported from UE to gNB. Thus, in order to preserve the proprietary information and keep a focused scope, the following proposal is suggested. Hope it is acceptable to all companies


Proposal 4.3.1: For DL beam pair prediction of BM-Case1 and BM-Case2 with a UE-side AI/ML model, UE will report to network the information of predicted Tx beam(s), rather than the predicted beam pair(s) 
· FFS: additional spec impact compared to DL beam prediction 

	Company
	Comments

	HW/HISI
	Do not agree.

Either the UE side model does not report anything to gNB. Then this is pure implementation and we do not need to mention or discuss beam pair prediction further as a separate issue, it is just one flavor of the Rx beam selection and transparent to the outside. 

Or, Rx information is sent to the gNB also for the UE side model. In that case the latency and overhead can be reduced (as described in Case 1 in our comments to Proposal 4.2.1)

	MediaTek
	This proposal can be discussed after Alt.3 (Beam pair prediction) is agreed in Proposal 2.1.
Mod: it is obvious that the group cannot achieve consensus to prioritize Alt.1. We need to find middle ground to move forward.

	H3C
	we are fine.

	XIAOMI
	We understand the motivation of this proposal is to preclude the Rx beam ID related information from the beam report. So the “predicted” can be removed since some beams may be measured beams. In addition, it is not about whether to report the L1-RSRP or not. So we propose the following update.

Proposal 4.3.1: For DL beam pair prediction of BM-Case1 and BM-Case2 with a UE-side AI/ML model, as for the beam ID in beam report, UE will report to network the information of predicted Tx beam(s) ID, rather than the predicted beam pair(s) ID or Rx beam(s) ID. 
· FFS: additional spec impact compared to DL beam prediction 
Mod: The current wording seems more inclusive than the suggested one. 


	NTT DOCOMO
	Support the proposal.

	LG
	OK

	QUALCOMM
	OK

	FUTUREWEI
	Support. For UE side model, we think the Tx beam information is enough.

	CATT
	We wonder whether the procedure of main bullet is the same as Tx beam prediction or not. If yes, we suggest adding “which is the same as Tx beam prediction” in the main bullet. 
Mod: we can do it step by step. There is an FFS part in this proposal.  The final output may be your suggestion “which is the same as Tx beam prediction”

	ZTE
	We agree with HW that the reporting of Rx beam information is useful for Rx beam indication and reducing beam sweeping overhead. For progress, we suggest a more general proposal:
For DL beam pair prediction of BM-Case1 and BM-Case2 with a UE-side AI/ML model, UE will report to network the information of predicted Tx beam(s), rather than the predicted beam pair(s) study additional spec impact compared to DL beam prediction

Mod: we have discussed offline


	FUJITSU
	Support this proposal

	SPREADTRUM
	Support. The UE can only report Tx beam information according to the original spec, and the Rx beam information can be saved for the UE side. Finally, the UE can decide Rx beam according to the Tx beam instructed by the base station

	GOOGLE
	Support

	SAMSUNG
	Support the proposal.

	ERICSSON
	Wbat is the difference then to TX beam prediction at the UE? Another proposal is to agree that there is no spec. impact for TX/RX beam prediction at the UE side for AI/ML model inference. 
Mod: This proposal is the first step to move forward. There is an FFS part. The final output may be your proposal that there is no spec impact

	INTERDIGITAL
	Do not support. The benefits from DL Tx beam pair prediction with a UE side model is that gNB can acquire the best Rx beam information as well as Tx beam information. If the UE does not provide any information, then what would be the difference between DL Tx beam pair prediction and DL Tx beam prediction? 
Mod: As you can see that most companies don’t support UE to report the Rx beam information. We need to find some compromised way. 

	LENOVO
	Support

	MOD
	The proposal is updated according to the inputs and offline discussions

	MediaTek
	We are fine if the majority views agree with this proposal. One quick question is will UE reporting predicted Tx beam(s), rather than the predicted beam pair(s), impacts the current definition of functionality-based LCM? For functionality-based LCM, gNB only knows that UE is operating an AI/ML model with certain function (e.g. DL beam prediction or beam pair prediction). If UE is operating an beam pair prediction model but just reporting the predicted Tx beam, will it create confusion and impact the LCM at gNB side?

	ZTE
	Since the ‘information’ in the proposal is too inclusive, whether and how to report to network the information of predicted beam pair(s) can be further studied. Therefore, we suggest a more general proposal:
For DL beam pair prediction of BM-Case1 and BM-Case2 with a UE-side AI/ML model, UE will report to network the information of predicted Tx beam(s), rather than the predicted beam pair(s) study additional spec impact compared to DL beam prediction 

	Xiaomi
	Here only mentioned the predicted Tx beam(s) /beam pairs, what about measured beam pairs? If some beam (pair)s of the AI/ML model output are measured beam (pair)s, it also will not report the information of beam pairs?

In addition, we think the question proposed by MTK makes sense. So it is better to add a note that the proposal is not applicable for AI/ML model monitoring. We propose the following update.

Proposal 4.3.1: For DL beam pair prediction of BM-Case1 and BM-Case2 with a UE-side AI/ML model, UE will report to network the information of predicted Tx beam(s), rather than the predicted beam pair(s) regardless it is a measured or unmeasured beam pair
· FFS: additional spec impact compared to DL beam prediction 
· Note: it is not applicable for AI/ML model monitoring





Proposal 4.3.2 

Reporting of predicted L1-RSRP
Based on the submitted tdocs and previous discussions, companies’ view on the reporting of the predicted L1-RSRP summarized as below 
· Support:  ZTE, Ericsson, OPPO, vivo, LGE, Xiaomi, Nokia, CATT, Panasonic, QC, CMCC, ETRI, KT (13 companies)
· Not support (or prefer to justify the benefits first): Futurewei, Huawei, H3C, Intel, Spreadtrum, SS (6 companies)
The concerns on the reporting of predicted L1-RSRP mainly come from two aspects
· A1: The predicted L1-RSRP is not accurate enough and cannot reflect the performance of AI model
· A2: The reporting is useless as NW will trigger beam sweeping for the reported Top-K beams (or beam pairs)
For the first aspect (A1), there are at least 9 proponents providing the evaluation results to show the good accuracy of predicted L1-RSRP (the following is not a full list due to the limited time)
· ZTE, Ericsson, OPPO, vivo, Xiaomi, Nokia, CATT, CMCC, QC 
During the previous meetings, some companies thought an AI model may not output the predicted L1-RSRP and only predict the best beams (or beam pairs). From 3GPP perspective, if some vendors can develop some AI model to predict both L1-RSPR and the best beams (pairs), the spec should allow them to do so.
For the second aspect (A2), some NW vendors (e.g., Ericsson, Nokia) believe the predicted L1-RSRP can provide more information to facilitate the NW operations (e.g., decide whether beam sweeping for the Top-K beams is needed or not).
Based on the above information, it seems reasonable to keep it for further study.  

Reporting of confidence/probability information
There are 4 companies suggesting to study the reporting of confidence/probability information. In contrast, there are also other companies have concerns on it (e.g., definition is not clear, benefits are not justified).  As this is study item, it would be beneficial for the development of AI in 3GPP if companies can keep open to more solid study.

A proposal is suggested to further study these two afore-mentioned issues. In order to address the concerns, “necessity” is added as one of the tasks. The connections of this proposal and companies’ proposals are as below:
· Huawei: Proposal 26. “Necessity” is added for study
· Ericsson: Proposal 4 is included
· Spreastrum: Proposal 10. “Necessity” is added for study
· Vivo: Part of Proposal 32 is included
· LGE: Proposal 4 and 10 are included
· Xiaomi: Proposal 10 is included
· Nokia: Proposal 11 is included. The differentiation of BM-Case1 and BM-Case2 can be discussed as the next-level details
· CATT: Part of Proposal 12 is included
· Intel: Proposal 4. “Necessity” is added for study
· CMCC: Part of Proposal 7 is included
· ETRI: Parts of Proposal 2/3 are included
· Panasonic: Part of Proposal 1 is included
· Lenovo: Proposal 15 is included
· QC: Proposal 3 is included
· DCM: Proposal 10 is included


Proposal 4.3.2: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s) 
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Note: Predicted L1-RSRP(s) is optionally reported
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered


	Company
	Comments

	HW/HISI
	No strong need for this proposal at this stage.

The first bullet could be ok as a compromise.  

	MediaTek
	Support

	H3C
	For bullet 1, suggest to rewording as bellow:
· Predicted L1-RSRP corresponding to the DL Tx beam(s)
Mod: added

	XIAOMI
	Support to report the indication of predicted L1-RSRP or a measured L1-RSRP.
But for confidence/probability, we are not clear about the motivation or the mechanism to obtain it.
Mod: “if needed” is included in the main bullet

	NTT DOCOMO
	Support the proposal.

	LG
	OK

	VIVO
	OK

	QUALCOMM
	OK

	FUTUREWEI
	This question was asked in the BM-EVM discussion as well. The feedback from the BM-EVM FL is “ in FL’s view, with the above definition, we cannot compare the “L1-RSRP difference” with “predicted L1-RSRP difference”. This newly defined KPIs only provides the predicted L1-RSRP difference with AI/ML. It may not present the whether the beam is correctly predicted or not”.

As BM-EVM FL explained, this KPI, if defined, will not directly reflect Top-1 or Top-K prediction accuracy, which may provide misleading performance information to whoever uses it if not correctly understood. However, we understand this KPI may provide some useful information if companies want to consider using the predicted Top-1 beam directly for data transmission (bypassing P2 and/or P3). As a compromise, if majority of the companies insist on defining such a KPI, adding a note to clarify that this KPI may not imply or indicate the performance (and shall not be used to replace) for Top-1 or Top-K prediction accuracy.

Mod: As you can see that many companies provide evaluation results to show that the predicted L1-RSPR is quite accurate. Thus, it should be ok for study. Moreover, “if needed” is included in the main bullet

	NEC
	For bullet 1, suggest to the following updates:
· Predicted L1-RSRP(s) corresponding to the beam(s)
Mod: added

	CATT
	OK

	ZTE
	We support the first bullet as the RSRP reporting has already been supported in the current spec and can well reflect the link quality of each beam.

	FUJITSU
	Support this proposal

	GOOGLE
	We do not think predicted L1-RSRP is helpful for beam selection
Mod: some NW vendors (e.g., Ericsson, Nokia) believe the predicted L1-RSRP can provide more information to facilitate the NW operations (e.g., decide whether beam sweeping for the Top-K beams is needed or not).

	SONY
	We support second bullet. In our understanding, it may depend on what should be the output of AI/ML model.

	SAMSUNG
	Do not support the proposal. This proposal is too early.
Based on our simulation result, the performance of L1-RSRP prediction is not good. We think that it is better to check the performance of predicted L1-RSRP before the detail discussion in specification impact.
Mod: As you can see that many companies provide evaluation results to show that the predicted L1-RSPR is quite accurate. Thus, it should be ok for study. Moreover, “if needed” is included in the main bullet

	ERICSSON
	OK. 

	INTERDIGITAL
	Do not support. We believe that UE reporting on best beam IDs should be deliver as well as the proposed information. 
Mod: we have agreed to report the predicted beams. This proposal is talking about additional information along with the predicted beams

	LENOVO
	Support

	MOD
	The proposal is updated according to the inputs and offline discussions

	MediaTek
	If Proposal 4.3.1 is agreed, then UE is reporting predicted Tx beam(s), rather than the predicted beam pair(s) to NW. Then in this proposal, shouldn’t UE report the predicted L1-RSRP for the reported predicted Tx beam(s), not for the predicted beam pair(s)? We suggest keeping the original proposal to at least align with the intention of Proposal 4.3.1.

Mod: Proposal 4.3.1 is not an agreement. If it is agreed, then all the reporting corresponding to beam pair will be no longer applicable . 

	MOD
	A note is added

	XIAOMI
	In some cases, it is possible that based on the AI/ML model output, some best Tx beams (pairs) are measured, others are not measured. In this case, with the note, does it mean the L1-RSRP for all best Tx beams(pairs) will be not reported regardless it is measured one or unmeasured one, or does it mean to report the L1-RSRP for some best Tx beams (pairs) which are measured ones, and not report L1-RSRP for unmeasured ones?




Proposal 4.3.3 
A version of the following proposal was discussed in last meeting(s). In order to avoid to add duplicated part in the proposal, “additional” and “on top of previous agreements” are added in the main bullet. A third bullet is also added as some tdocs propose to study it. 
· Huawei: Proposal 7/8 are included
· Ericsson: Proposal 18/19 are included
· Vivo: Proposal 33 is included
· LGE: Part of Proposal 1 is included
· Nokia: Part of Proposal 16 is included
· Fujitsu: Part of Proposal 15 is included
· Panasonic: Proposal 4 is included
· Lenovo: Proposal 8 and part of Proposal 7 are included
· KT: Part of Proposal 2 is included

Proposal 4.3.3: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE including association/mapping of beams within Set A and beams within Set B if applicable
· Indication of the beams for UE measurement
· Beam (pair) indication for from network to UE
· Note: The second bullet may or may not have specification impact (e.g., legacy mechanism may be reused).


	Company
	Comments

	HW/HISI
	Support

	MediaTek
	Support

	H3C
	We are not very clear about the different between bullet 2 and bullet 3. Firstly need clarify what ‘s difference between them
Mod: the 2nd bullet is removed

	XIAOMI
	For 2nd sub-bullet, “beams for UE measurement” means set B?
Mod: the 2nd bullet is removed 

For 3rd sub-bullet, based on proposal 4.3.1, UE will not report the beam pair ID or Rx beam ID. Thus there will be no beam pair indication. And for beam indication from network to UE, we are not clear about the problem.

Mod: Proposal 4.3.1 has not been agreed. Thus, this proposal is still including beam pair as requested by some companies. If the group agree on Proposal 4.3.1, some proposals (including this one) will be updated accordingly

	NTT DOCOMO
	These two bullets are unclear. The clarification should be made first.
· Indication of the beams for UE measurement
· Beam (pair) indication for network to UE
Mod: the 2nd bullet is removed

	LG
	Second bullet is unclear w.r.t. what additional spec impact can be considered compared with current spec. 
Others are ok.
Mod: the 2nd bullet is removed

	VIVO
	We would like to clarify that for beam indication, whether both Rel-15/16 TCI and Rel-17 unified TCI frameworks are included. Our understanding is we should support both in Rel-18 AI beam study. 
Mod: In my understanding, these should be discussion in WI

	QUALCOMM
	Updated Proposal 4.3.3: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE including association/mapping of Set A and Set B if applicable
- FFS: details of association/mapping of beams in Set B in relation to the beams in Set A
· Indication of the beams for UE measurement
· Beam (pair) indication for from network to UE

Note: The second and third bullet may or may not have specification impact (e.g., legacy mechanism may be reused).

Mod: The FFS part is almost the same as the 1st bullet. The note is added

	FUTUREWEI
	Agree.

	CATT
	We think the three sub-bullets may not necessity, since there may have other methods to align the beam information between NW and UE, e.g, during the model training phase. Thus we prefer to add “study the necessity” in the main bullet. 
Mod: Not fully understand why the 1st bullet is not necessity. Could you like to elaborate a bit more?   A note is added to clarify that there may be no spec impact

	ZTE
	Considering the indication of association/mapping of Set A and Set B may also involve gNB proprietary information (such as Tx beam shape information), which is not expected to be disclosed, we propose to modify the main bullet as with proposal 4.2.1, that is,
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the feasibility and potential specification impact (if feasible) of AI model inference from the following additional aspects on top of previous agreements:
Mod: We have discussed offline

	FUJITSU·
	For a UE-side AI/ML model, if the model is assumed to be transparent to NW, the request signalling from UE to NW about beams of Set B is necessary when model is interfered. If the NW configures the beam of Set B as the request signalling from UE, the indication from NW to UE(sub-bullet 1/2/3) seems not to be necessary.
Mod: For the 2nd cases, the 1st bullet seems needed as well. For example, how does UE know what the AI mode output should be?   

	SPREADTRUM
	We are a little confused about the third sub-bullet, what is the intention of the gNB indicating the pair, and does this indication occur after or before the model completes the inference?

Mod: After the inference 

	GOOGLE
	Shall we change it as follows? The 3rd bullet looks redundant compared to the second one. 

Proposal 4.3.3: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE including association/mapping of Set A and Set B if applicable
· Indication of the beams for UE SSB/CSI-RS for beam measurement
· Beam (pair) indication for network to UE
Mod: the 2nd bullet is removed

	SAMSUNG
	For clarification, whether the intention of second bullet is to gNB indicates Set B beams for UE measurement?
Mod: the 2nd bullet is removed 

	INTERDIGITAL
	Fine

	LENOVO
	We are a little confused on the 2nd bullet, does it means the UE can report a measured beam other than a predicted beam in a beam report?
Mod: the 2nd bullet is removed

	MOD
	The proposal is updated according to the inputs and offline discussions

	MediaTek
	Ok

	
	



Spec impact of Model monitoring
General aspects
In previous RAN1 meeting(s), the agreement(s)/conclusion(s) were made as below:  
	RAN1#110

Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded
RAN1#110bis-e


Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
· Monitoring based on inference accuracy, including metrics related to intermediate KPIs
· Monitoring based on system performance, including metrics related to system ignalling KPIs
· Other monitoring solutions, at least following 2 options.
· Monitoring based on data distribution
· Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
· Output-based: e.g., drift detection of output data
· Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., ignalling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement (AI 9.2.1)
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system ignaling KPIs
0. Other monitoring solutions, at least following 2 options.
3. Monitoring based on data distribution
1. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
1. Output-based: e.g., drift detection of output data
3. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


Agreement (AI 9.2.1)
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
iv. Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
v. Overhead (e.g., ignaling overhead associated with model monitoring)
vi. Complexity (e.g., computation and memory cost for model monitoring)
vii. Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
viii. FFS: Power consumption
ix. Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures




The related proposals/ observations are copied as below:
	Huawei[2]
	Proposal 18: The input or output data based monitoring, before being further discussed at 9.2.3.2, should be evaluated at 9.2.3.1, including: what metrics can be adopted for evaluating the distribution, how to generate the distribution of data, how accurate the data drift reflects the AI/ML model performance.
Proposal 19: For BM-Case1 and BM-Case2, study at least the following performance metrics for AI/ML model monitoring:
· Link quality related KPIs, e.g. throughput, L1-RSRP, L1-SINR, BLER, etc.
· Beam prediction accuracy related KPIs, e.g. accuracy of predicted beam ID and/or predicted RSRP.
· Other alternatives are not precluded.
Proposal 20: For AI/ML model monitoring for BM-Case1 and BM-Case2, study the following two benchmarks for performance comparison:
· Benchmark 1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., beams of Set A).
· Benchmark 2: The determined beam under the non-AI/ML solution (to make the decision of deactivation/fallback based on the performance comparison with the AI/ML solution being monitored).
· Co-existence and fallback mechanisms between AI/ML-based beam prediction approach and legacy non-AI/ML-based beam management approach needs to be studied.

	ZTE[3]
	Proposal 20: All alternatives of performance metrics for AI/ML model monitoring should be evaluated in agenda 9.2.3.1 before further down-selection.
Proposal 21: Prioritize beam prediction accuracy related KPIs (i.e., Alt.1 and Alt.4) as the performance metric for AI/ML model monitoring since it has been evaluated in agenda 9.2.3.1 and could well reflect the performance of the AI/ML model.
Observation 8: As with the ping pong effect in wireless communication, the performance of the AI/ML model may change with time and inference errors occur even for a valid AI/ML model.
Proposal 22: Study model monitoring mechanisms to claim that an AI/ML model is no longer valid, e.g., AI/ML model inference fails for several consecutive times or the probability of model inference failure exceeds a certain threshold.
Observation 9: The selection of benchmark for performance comparison has a strong correlation with the performance metric of AI/ML model monitoring.
Proposal 23: Support to take Alt.1 (i.e., the best beam(s) obtained by measuring beams of a set indicated by gNB) as the benchmark/reference for performance comparison, which corresponds to an upper bound of beam prediction.

	Spreadtrum[6]
	Observation 2: Considering the reference for the performance comparison,
· If set A is used as the reference, UE reporting overhead may be significant.
-	If set B is used as the reference, only part of the output results will be compared.
Proposal 11: For BM-Case1 and BM-Case2, actual RSRP of Set A/ Set B used as the reference for the performance comparison needs to be further studied.
Proposal 12: For BM-Case1 and BM-Case2, the RSRP difference evaluated by comparing actual RSRP and predicted RSRP can be used as a performance metric.

	Google[8]
	Proposal 6: For spatial domain beam prediction, the beam quality for current beam from an indicated TCI can be used for performance validation, and if none of the predicted beam(s) can provide better beam quality than current beam, the predicted beam(s) are assumed to fall to pass the performance validation.
Proposal 11: For time-domain beam prediction, the beam quality for current beam from an indicated TCI can be used for performance validation, and if none of the predicted beam(s) can provide better beam quality than current beam, the predicted beam(s) are assumed to fall to pass the performance validation.
Proposal 12:  Study UE feedback before the beam action time for performance validation for predicted beam in addition to the ACK/NACK for the TCI update signaling.

	Xiaomi[11]
	Proposal 14: gNB to transmit all beams in set A periodically/semi-persistently/ a-periodically for performance monitoring.

	IDC[12]
	Proposal 14: For AI/ML monitoring, consider common mechanism for multiple purposes, procedures for identifying need of AI/ML model recovery, UE request/gNB trigger and AI/ML model recovery.

	CATT[14]
	Proposal 14: Regarding the model monitoring for BM-Case1 and BM-Case2, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs, e.g., the beam prediction accuracy KPIs;
· Eventual KPIs, e.g., UE throughput.
Proposal 15: Regarding the model monitoring for BM-Case1 and BM-Case2, study the following aspects for the intermediate KPI calculation:
· How to calculate the intermediate KPIs based on both of Set A and Set B;
· How to calculate the intermediate KPIs only based on Set B.

	NEC[16]
	[bookmark: OLE_LINK37][bookmark: OLE_LINK36]Proposal 7: Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives:
· Alt.3: Performance metric based on input/output data distribution of AI/ML.
· Alt.4: The L1-RSRP difference evaluated by comparing actual measured RSRP and predicted RSRP.

	Sony[18]
	Proposal 5	: Multi times output of AI/ML should be monitored. And the monitoring interval which is represented by the times of AI/ML output depends on channel fading degree.
Proposal 6	: Measurement report with AI beam management procedure shall also be collected to build a model for estimating the RSRP of a given scenario including UE mobility, time of operation, time scale of prediction, etc.
Proposal 7	: Measurement report with traditional beam management procedure shall also be collected to build a model for estimating the RSRP of a given scenario including UE mobility, etc.
Proposal 8	: Need to compare the RSRP of AI based beam management with the RSRP achieved with traditional RSRP at the same environment

	CMCC[20]
	Proposal 8: For model inference of BM-Case1, beam prediction accuracy related KPI can be used as the metric of model performance monitoring.

	NVIDIA[22]
	Proposal 9: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to assistance ignaling and procedure for model performance monitoring and model update/tuning.

	Samsung[25]
	Proposal 10. For the performance metric(s) of AI/ML model monitoring, beam prediction accuracy related KPIs agreed in 9.2.3.1 can be considered.
Proposal 11. For benchmark/reference for the performance comparison of the AI/ML model monitoring, baseline performance options for spatial-domain beam prediction and temporal beam prediction agreed in 9.2.3.1 can be considered.

	QC[27]
	Proposal 7
For BM-Case1 and BM-Case2, study the signalling aspects considering functionality-based LCM framework for monitoring of UE-side models, including
•	Request from UE to NW on the measurement resources for performance monitoring
•	Signalling from gNB to UE for performance monitoring (this assistance signalling can be in the form of auxiliary reference signals to help UE in comparing predicted measurements with actual measurements).

	DCM[28]
	Proposal 5: Discuss the feasibility of the model monitoring based on the input/output data distribution in the beam prediction, before the specification impact discussion related to it.

	MTK[30]
	Proposal 10: Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives as a starting point:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The predicted L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Proposal 11: For AI/ML model monitoring for BM-Case1 and BM-Case2, consider the feasibility and necessity of configuring and using the following alternatives under different conditions, e.g., irregular throughput change or different UE speeds 
·  Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams of Set A)
· Alt.2: The best beam(s) among those used for AI/ML model inputs (e.g., Beams of Set B)

	
	



(Closed) Proposal 5.1.1
Based on the previous discussions and the submitted tdocs, companies’ views are collected as below:
	
	Support

	Beam prediction accuracy related KPIs
	Huawei, ZTE, CATT, CMCC, Samsung, MTK, H3C, Ericsson

	Link quality related KPIs
	Huawei, CATT, MTK, H3C, 

	Based on input/output data distribution
	NEC, MTK, QC, 

	The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
	ZTE, Spreadtrum, NEC, MTK,



Based on the above table, we can see that the views are quite divergent. It seems difficult to rush a down-selection. Thus, it would be more constructive to put all alternatives on the table for the study so that companies can have more time to better understand the pros and cons of each alternatives.  
As many companies have concern on how Alt.3 works, “including the study of feasibility/necessity” is added in the main bullet. The proponents of Alt.3 are encouraged to provide more details on Alt.3 so that other companies can better understand it.

Proposal 5.1.1: Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

	Company
	Comments

	HW/HISI
	We have the same concerns as for other proposals regarding the word “feasibility”, its sense is so broad. 

Otherwise, fine with the proposal.

	MediaTek
	Support

	H3C
	We are ok.

	XIAOMI
	Support Alt 1 and Alt 4

	NTT DOCOMO
	Support the proposal.

	LG
	Regardless which alt is selected, this performance metric seems not have any spec impact at least from RAN1 perspective. If needed, it may better fit to EVM agenda.

	VIVO
	OK

	QUALCOMM
	Our preference is to discuss UE-side and NW-side models separately as they have different signaling implications, but OK with the spirit of the proposal.

	FUTUREWEI
	Agree.

	NEC
	OK

	CATT
	Fine

	ZTE
	Support. We prefer to prioritize beam prediction accuracy related KPIs (i.e., Alt.1 and Alt.4) as the performance metric for AI/ML model monitoring since it has been evaluated in agenda 9.2.3.1 and could well reflect the performance of the AI/ML model.

	FUJITSU
	Generally, support this proposal. But it’s not clear how alt.3 works.

	SPREADTRUM
	We think Alt 1 and Alt 4 will be better.

	GOOGLE
	For Alt2, we suggest adding “hypothetical BLER”, which is the metric used for BFD. Alt4 needs more study. Currently we are not sure how predicted L1-RSRP can help for beam selection.

	SONY
	Support 

	SAMSUNG
	In our view, the feasibility study and potential down-selection of model monitoring metric is more appropriate to be handled in 9.2.3.1.

	INTERDIGITAL
	Fine

	LENOVO
	Support

	MOD
	Agreement was made in Monday’s online session. 





Proposal 5.1.2

The following proposal were discussed in last meeting. Based on the submitted tdocs and previous discussions, most companies support Alt.1 as the start point and doubt the motivation/benefits to introduce Alt.2 and Alt.3. Thus, FFS is put for Alt.2 and Alt.3.

Proposal 5.1.2: For AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives for as the benchmark/reference (if applicable) for performance comparison as a starting point:
·  Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams of from Set A)
· FFS: Alt.2: The best beam(s) among those used for AI/ML model inputs (e.g., Beams of Set B)
· FFS: Alt.3: The beam corresponding to some indicated TCI state(s) 
· Alt 4: A beam determined by legacy mechanism 
· Other alternatives are not precluded
· Note1: the performance and spec impacts should be considered
· Note2: Legacy mechanism may be reused

	Company
	Comments

	HW/HISI
	We are fine with Alt1, but it cannot be expected that the AI/ML capable UE will always be able to operate with AI-based BM. Therefore, we would like to add an option for the determined beam under the non-AI/ML solution. This is needed to make a decision of deactivation/fallback based on the performance comparison with the AI/ML solution being monitored.

Updated Proposal 5.1.2: For AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives for the benchmark/reference (if applicable) for performance comparison as a starting point:
·  Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams of Set A)
· FFS: Alt.2: The best beam(s) among those used for AI/ML model inputs (e.g., Beams of Set B)
· FFS: Alt.3: The beam corresponding to some indicated TCI state(s) 
· Alt 4: The determined beam under the non-AI/ML solution (to make the decision of deactivation/fallback based on the performance comparison with the AI/ML solution being monitored).
· Other alternatives are not precluded
· Note: the performance and spec impacts should be considered
Mod: A new Alt.4 is added with different wording

	MediaTek
	We are OK with this proposal

	XIAOMI
	Support Alt 1 

	NTT DOCOMO
	For what purposes, Alt2 ad Alt3 are necessary in addition to Alt.1? Proponents should justify the necessity first.
Mod: “FFS” is put for them

	LG
	Isn’t this for analyzing evaluation results?
Mod: No. The intentions is to study the scheme and the corresponding potential spec impact

	VIVO
	OK and prefer Alt 1

	QUALCOMM
	For Alt. 1, there may be constraints due to UE capability in terms of number of beams to measure, and additionally concerns on UE power consumption, complexity that need to be addressed. As mentioned before, “a set indicated by gNB” is a generic term and in the evaluations, companies are presenting results based on up to 256 beam measurements. This may not be feasible in practice.  

Also, what is the main intention of the proposal to lump the UE-side and NW-side together? The resulting signaling aspects will be different, and hence we suggest discussing this separately for UE-side and NW-side models.  
Mod: here it is just to list the options. For the detailed spec impact (if any),we can discuss for UE-side and NW-side separately. 

	FUTUREWEI
	Support. Suggest changing “for” to “as” in the following sentence.
For AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives for as the benchmark/reference (if applicable) for performance comparison as a starting point
Mod: modified

	NEC
	Prefer Alt 1

	CATT
	In our contribution, we mentioned to get the best beam(s) of Set A (i.e., Alt1), gNB still needs to transmit RS with beams in Set A. Thus, the power consumption and RS resources can NOT be saved compared with R16/R17 legacy beam management procedure. To save the power consumption and RS resources, it’s better to study Alt2 and Alt3.
Thus we support Alt2 and Alt3 and suggest to remove the FFS. Since in main bullet it already said to study, we don’t need to add FFS again in the sub-bullet.
Mod: As you see, there were many companies not supporting Alt.2/3. Thus, I keep them but add FFS.

	ZTE
	Support. Alt.1 can be a starting point as it  can be easily obtained by a legacy beam sweeping procedure and can reflect how well the AI/ML model is working.

	FUJITSU
	Support the alt.1.

	Spreadtrum
	Support this proposal.

	GOOGLE
	Support in principle

	SONY
	Support 

	SAMSUNG
	In our view, the current proposal is somehow incomplete. It is better to clarify in which context that each of the alternatives can be used as benchmark/reference. For example, the best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., beams of Set A) should be used as the bench mark of for best beam prediction for Set A beams.

Mod: In my understanding, all these proposals are suggested to evaluate the performance of AI model output. 

	ERICSSON
	We support Alt 1. 

	INTERDIGITAL
	Fine with Alt.1

	LENOVO
	Support

	MOD
	The proposal is updated according to the inputs and offline discussions

	MediaTek
	We are fine with the newly added Alt.

	MOD
	The proposal is updated after some offline discussion

	XIAOMI
	The newly added Alt 4 is moved to Note 2. Does it mean in addition to legacy mechanism, alt 1 will be selected?
We would like to clarify that is it possible to select different benchmark for different model management, for example, for model switch, alt 1 will be used. But for fallback, alt 4 will be used.





NW-side model
In previous RAN1 meeting(s), the agreement(s)/conclusion(s) were made as below:  
	RAN1#110bis-e

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
· Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.

RAN1#111

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
· Signaling, e.g., RRC-based, L1-based.
· Note: Performance and UE complexity, power consumption should be considered.






	ZTE[3]
	Observation 10: The potential specification impact of UE reporting for model monitoring is similar with that of the data collection and model inference.

	Ericsson[4]
	Proposal 21	Study both an RRC-message based and L1 fast CSI reporting-based data collection methods for model monitoring for NW-sided beam prediction use cases.

	OPPO[7]
	Observation 4:	For BM-Case1 and BM-Case2 with a network-side AI/ML model and monitoring, there may be no additional specification impact on LCM.

	Vivo[9]
	Proposal 36:	For BM-Case1 and BM-Case2 with a NW-side AI/ML model, study the following alternatives for model monitoring: 
•	Atl1. NW-side model monitoring
o	UE performs resource measurement and reports corresponding measurement results including set B results and set A label data
o	NW performs beam prediction and predicted results comparison with label data to obtain performance metric(s)
o	NW makes decision(s) of model selection/activation/deactivation/switching/ fallback operation
•	Atl2. Hybrid model monitoring
o	UE performs resource measurement and reports set B results used for NW-side beam prediction
o	NW performs beam prediction based on set B results and indicates inference result (e.g., top-N predicted results) to UE
o	UE performs predicted result comparison with label data to obtain performance metric(s) and reports monitoring result(s) to gNB
o	NW makes decision(s) of model selection/activation/deactivation/switching/ fallback operation
Proposal 37:	For BM-Case1 and BM-Case2 with a NW-side AI/ML model, study the potential specification impact on resource configuration for model monitoring:
•	Specific beam pair resource configuration
•	P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
Proposal 38:	For BM-Case1 and BM-Case2 with a NW-side AI/ML model, study the potential specification impact on assistance information for model monitoring:
•	Rx beam information as assistance information from UE to NW, including measured Rx beam information, expected Rx beam information, and best Rx beam information. 
•	Proprietary processed assistance information 
Proposal 39:	For BM-Case1 and BM-Case2 with a NW-side AI/ML model, study the potential specification impact on report overhead reduction for model monitoring:
•	Reducing unnecessary L1-RSRP report where the omitted L1-RSRPs may be lower than a pre-defined threshold
Proposal 40:	For BM-Case1 and BM-Case2 with a NW-side AI/ML model, study potential specification impact on quantization enhancement for model monitoring:
•	High-precision L1-RSRP quantization
•	Multi-resolution L1-RSRP quantization, e.g. high-resolution quantization for a group of best RSRPs and low-resolution quantization for others.

	LGE[10]
	Proposal #14: For NW-sided model monitoring, UE reporting based on Set A can be considered but with an assumption that measurement and reporting on Set A or potential beams of Set A shall happen rarely.


	Xiaomi[11]
	Proposal 20: For NW-side model monitoring for network-side AI/ML model, support to report both set B and set C, where set B will be used as network-side AI/ML model input, and set C consists of Top-K beams by UE’s measurement of set A. 
Proposal 21: Study potential signaling for NW-side initiated performance monitoring for NW-side AI/ML model.

	Nokia[13]
	Proposal 18: For the NW-sided beam prediction, further study the model monitoring considering, 
· NW-side model monitoring as the baseline
· NW monitors the performance metric(s) based on frequent measurement/reporting of Set A beams 


	CIACT[17]
	Proposal 7: For NW-side AI/ML model monitoring, system performance related KPI could be considered as baseline.

	CMCC[20]
	Proposal 10: For BM-Case1 with a NW-side AI/ML model, study the following mechanism for model monitoring:
·  NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

	Panasonic[23]
	Proposal 5: For UE to report beam measurements to support NW-side model monitoring, the framework of Logged Measurement as specified in TS 38.331 can be considered as the starting point for RRC-based reporting. 

	Lenovo[24]
	Proposal 7: 	NW-side model monitoring is preferred for NW-side AI/ML inference, and the Rel-15 beam report procedure can be reused with necessary enhancements.

	Samsung[25]
	Proposal 3. For BM-Case1 with a network-side AI/ML model, for model monitoring, the following aspects should be further study:
· UE to report the measurement results of more than 4 beams in one reporting instance
· Assistance information (e.g., UE speed, indoor/outdoor) associated with the beam measurements

	DCM[28]
	Proposal 8: Study the overhead reduction of L1 signalling to report SetA beam measurements for NW-based model monitoring. 

	MTK[30]
	Proposal 12: For NW-side model monitoring, the number of beams and the quantity (metric) of the report values in one reporting should be determined by the benchmark alternatives and performance metrics that are used for model monitoring.

	
	

	
	

	
	




Mod’s assessment
Mod’s assessment: Some proposals are quite vague and the detailed proposals are quite divergent. Moreover, most of the detailed proposals are only suggested by one company. Thus, let’s wait for more inputs

	Company
	Comments

	MediaTek
	Based on LGE, Xiaomi, Ericsson, Panasonic, Lenovo’s proposal, we can see that different measurement benchmarks and beam report procedure are proposed to be studied for NW-side model monitoring for a NW-side model. Different benchmarks and reporting mechanism should have their pros and cons, in terms of reporting overhead and monitoring accuracy. The main problem here is that while reporting and measurement overheads can be captured easily, we don’t have a common KPI to determine whether a model monitoring mechanism has good or bad accuracy performance. Therefore, we suggest studying how to determine the performance of a model monitoring mechanism first, with the following proposal,

Proposal: For AI/ML model monitoring for BM-Case1 and BM-Case2, study the following aspects (including feasibility and necessity) to determine the performance of the potential AI/ML model monitoring mechanisms:
· Beam reporting overhead
· Beam measurement overhead  
· Common KPI to evaluate the model monitoring accuracy
Other aspects are not precluded

Mod: This proposal seems focusing on the KPI used for EVM. 

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	





UE-side model

In previous RAN1 meeting(s), the agreement(s)/conclusion(s) were made as below:  
	RAN1#110bis-e

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation






	Huawei[2]
	Observation 12: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for Alt.1 UE-side model monitoring, it may be problematic if UE autonomously makes decisions without reporting to gNB, due to the following reasons:
· The UE may not be aware of all aspects impacting the AI/ML model operation.
· NW may suffer unknown performance fluctuation.
· gNB is not aware of the change of the model input/output if UE autonomously makes the decision of model switching/fallback, which may result in mismatched RS configurations and/or mismatched content/payload size of the expected UE report.
Proposal 21: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for Alt.1 UE-side model monitoring, the UE should report the decision to the NW, and then the NW could indicate the UE a corresponding execution of the decision.
Proposal 22: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for Alt.3 hybrid model monitoring, the following metrics can be studied for UE reports
· Per sample metric, e.g., beam prediction accuracy of each data sample.
· Statistical metric, e.g., average, 5%-ile of the beam prediction accuracy, etc.
Proposal 23: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, gNB can configure a threshold criterion (e.g., in terms of threshold throughput/L1-RSRP, or threshold beam prediction accuracy) to facilitate UE to make the monitoring decision for Alt.1 (UE-side model monitoring) or make the conditional report for Alt.3 (hybrid model monitoring).

	ZTE[3]
	Proposal 24: Model selection/activation/deactivation/switching/fallback operation should be discussed separately from model monitoring.
Proposal 25: For UE-side model, depending on which side to calculate the model monitoring metrics and whether the model monitoring metrics should be reported, further study following options:
· UE-side model monitoring: model monitoring metrics are calculated by UE, and the model monitoring metrics are not reported to network side.
· Network-side model monitoring: model monitoring metrics are calculated by network (with/without the potential to inform UE about the model monitoring metrics).
· Hybrid model monitoring: monitoring metrics are calculated by UE, and then the model monitoring metrics are reported to network side.
Proposal 26: Study model monitoring mechanism on the basis of beam failure recovery mechanism in the current specification.
Proposal 27: The final decision on model selection/activation/deactivation/switching/fallback operation should be made by NW to guarantee overall NW performance.


	Ericsson[4]
	Proposal 22	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, UE is responsible to make sure the model is working correctly (e.g. by monitoring the performance metrics)
Proposal 23	 Study mechanisms to support a UE operating an AI/ML based beam prediction model to fallback to a legacy non-ML based beam reporting.


	OPPO[7]
	Proposal 16: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the (Alt1) UE-side model monitoring as a starting point.

	Vivo[9]
	Proposal 41:	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
•	Atl1. UE-side model monitoring
o	UE performs label data measurement, set B measurement and beam prediction and predicted result comparison with label data to obtain performance metric(s)
o	UE makes decision(s) of model selection/activation/deactivation/switching/
fallback operation
•	Atl2. NW-side model monitoring
o	UE performs label data measurement and set B measurement and beam prediction
o	NW performs predicted result comparison with label data to obtain performance metric(s)
o	NW makes decision(s) of model selection/activation/deactivation/switching/ fallback operation
•	Atl3. Hybrid model monitoring
o	UE performs label data measurement, set B measurement and beam prediction and predicted result comparison with label data to obtain performance metric(s)
o	NW makes decision(s) of model selection/activation/deactivation/switching/ fallback operation

Proposal 42:	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact on resource configuration for model monitoring:
•	Specific beam pair resource configuration
•	P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
Proposal 43:	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact on assistance information for model monitoring:
•	Tx beam information as assistance information from NW to UE 
•	Proprietary processed assistance information 
Proposal 44:	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact on request signaling for model monitoring:
•	Resource request signaling for data collection from UE to NW
-	Beam pair resources request for model monitoring purpose including the number of requested labels, and potentially some associated triggering events to be defined
-	P3+P2 beam sweeping resources request for model monitoring purpose including the number of requested labels, and potentially some associated triggering events to be defined
•	Minimum resource number request for data collection from UE to NW
-	Minimum number of requested beams for model monitoring w or w/o resource request signaling
-	Minimum number of requested repetitions for model monitoring w or w/o resource request signaling
Proposal 45:	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact on monitoring report for model monitoring:
•	Monitoring result report from UE to NW, including label data report or performance metric report

	LGE[10]
	Proposal #13: For UE-sided AI/ML model, Alt1(UE-side model monitoring) should be supported.

	Xiaomi[11] 
	Proposal 15: For UE-side AI/ML model with UE-side model monitoring, support UE to indicate the decision to NW.
Proposal 16: For UE-side AI/ML model with NW-side model monitoring, consider UE to calculate the performance metric and report to NW, or NW to calculate the performance metric based on UE report.
Proposal 17: For UE-side AI/ML model with hybrid model monitoring, support an event-triggered report of performance metric from UE based on a threshold configured by gNB.
Proposal 18: Threshold of beam prediction accuracy related KPIs can be used for performance monitoring.
Proposal 19: Study potential signaling for both NW-side initiated and UE-side initiated performance monitoring for UE-side AI/ML model.


	IDC[12]
	Observation 10: Definition of ‘monitoring’ in the agreement for model monitoring is not clear enough.
Proposal 13: Clarify the details of ‘monitoring for each alternative including UE reporting of the performance metric(s) for Alt3.


	Nokia[13]
	Proposal 17: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, select the following alternatives for model monitoring: 
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Proposal 19: For the UE-sided beam prediction, further study the model monitoring considering, 
· Hybrid model monitoring as the baseline
· UE monitors the performance metric(s) based on frequent measurement/reporting of Set A beams and reports the metrics to the NW




	Fujitsu[15]
	Proposal 9: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, the Alt.2 and Alt.3 are suggested to be prioritized for further study of model monitoring.
Proposal 10: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impacts of hybrid model monitoring on
· The filtering on the performance metric calculation
· The tigger-event for reporting of monitoring results


	NEC[16]
	Proposal 8: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring:
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
[bookmark: OLE_LINK20][bookmark: OLE_LINK19][bookmark: OLE_LINK45][bookmark: OLE_LINK44]
[bookmark: OLE_LINK14][bookmark: OLE_LINK17]Proposal 9: For Alt1. UE-side monitoring, study the necessary decision(s) or information that need to be reported to NW, e.g., value of K (i.e., number of predicted beams for finding the real best beam), value of N (i.e., number of future time instances).

Proposal 10: For Alt3. Hybrid model monitoring, study how to report the performance metrics.


	CIACT[17]
	Proposal 6: For UE-side AI/ML model monitoring, UE side directly monitoring (Alt.1) should be baseline.


	Intel[19]
	Proposal 5:	For UE-side AI/ML model, support UE-side and Hybrid model monitoring. NW-side monitoring can be further studied and used in specific cases if the model is transferred from the NW to the UE.


	CMCC[20]
	Proposal 9: For BM-Case1 with a UE-side AI/ML model, study the acknowledgement mechanism for UE-side model monitoring.


	ETRI[21]
	Proposal 4. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, the following aspects can be further studied for the AL/ML model monitoring:
	Performance metrics for a single UE or multiple Ues
	Threshold of each performance metric for the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training)

	Lenovo[24]
	Proposal 8: 	For UE-side AI/ML inference, support NW-side Model monitoring as well as Hybrid model monitoring as follows:
	Alt2. NW-side Model monitoring
○	NW monitors the performance metric(s) 
○	NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
	Alt3. Hybrid model monitoring
○	UE monitors the performance metric(s) 
○	NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

	Samsung[25]
	Proposal 12. For BM-Case1 with a UE-side AI/ML model, Alt2 (i.e., NW-side model monitoring) and Alt3 (i.e., Hybrid model monitoring) are preferred.

	DCM[28]
	Proposal 12: Hybrid model monitoring should be prioritized than NW side model monitoring in terms of signalling overhead, when model monitoring is based on model accuracy.


	KT[29]
	Proposal 3. For model monitoring with a UE-side AI/ML model, Alt 1. UE-side model monitoring and Alt 3. Hybrid model monitoring are preferred.
Proposal 4. Regarding model monitoring for a UE-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
· Monitoring beam(s) and corresponding resource(s) configuration
· Trigger conditions for monitoring and/or reporting
· Reporting parameter(s)	

	MTK
	Proposal 13: For UE-side model monitoring, deprioritize Alt.2: NW-side Model monitoring (i.e., NW monitors the performance metric(s) and NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation). 


	
	



Proposal 5.3.1
Based on the submitted tdocs, companies’ views are collected in the following table:

	
	Support

	Alt1. UE-side model monitoring
	Ericsson, OPPO, vivo, LGE, Xiaomi, NEC, CIACT, Intel, KT, MTK, (10 companies) 

	Atl2. NW-side Model monitoring
	ZTE, vivo, Xiaomi, Fujitsu, Lenovo, Samsung, (6 companies)

	Alt3. Hybrid model monitoring
	Huawei, ZTE, vivo, Xiaomi, Nokia, Fujitsu, NEC, Intel, Lenovo, Samsung, DCM, KT, MTK (13 companies)



From this above table, we can see that the preferences on the three alternatives are quite diverging among companies. One possible way is to investigate more details and pros/cons of these alternative so that we can have better understanding and then decide the potential down-selection/prioritization (if any).  

The following proposal is modified from the version discussed in last meeting.
@ “including the study on necessity” is kept. Hope it can alleviate the concerns in some sense.
[bookmark: OLE_LINK41][bookmark: OLE_LINK40]@ “UE performance and/or performance of the whole system” is removed as many companies thought it was not clear in the last meeting
@ Huawei: There are many companies opposing that NW grant the UE to execute the decision. Thus, it is not added. 
@QC: The latency from the decision to the execution will impact the performance. Thus, a note with more inclusive wording is added.  Other proposals (e.g., Proposal 5.3.2, 5.3.3) are treated similarly

Proposal 5.3.1: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.1 (UE-side model monitoring), study the following aspects as a starting point including the study of necessity: 
· Request from UE to gNB for performance monitoring
· Signaling from gNB to UE for performance monitoring (e.g., dedicated RS configuration for measurement)
· Whether/how UE will report the decision to NW
· FFS: whether/how gNB grants the execution to UE
· Other aspect(s) is not precluded
· Note: At least performance should be considered


	Company
	Comments

	HW/HISI
	We have a concern of letting the UE decide when it can execute autonomously its decision. This can cause big problems to the network, because:
· The UE may not be aware of all aspects impacting the AI/ML model operation.
· NW may suffer unknown performance fluctuation.
· gNB is not aware of the change of the model input/output if UE autonomously makes the decision of model switching/fallback, which may result in mismatched RS configurations and/or mismatched content/payload size of the expected UE report.
It would be great to hear the view from the FL and other companies.
Mod: The three proposals (5.3.1, 5.3.2, 5.3.3) are provided to encourage companies study the details and facilitate the better understanding of each alternatives. The, we will discuss which alternatives is prioritized/supported for functionality-based and model ID based LCM, respectively. 

	MediaTek
	Support

	H3C
	We are ok.

	XIAOMI
	Support 

	NTT DOCOMO
	If UE changes the model without NW awareness, NW has difficulty to identify the performance fluctuation due to the model operation. To avoid that issue, UE should report the decision to NW. Hence, the third bullet should be updates as follows.
· Whether/how UE will report the decision to NW

In addition, RS configuration should be determined based on system performance. However, since the AI/ML model is generally applicable to specific RS configurations, RS configuration should also be determined based on active models at UE side. If NW can make decisions of which model to be active or inactive, RS configuration can be more flexibly determined with model selection/switching according to it. However, if the model management is up to UE, RS configuration needs to be applicable to all potential models which UE may activate. Hence, it could incur the constraint of RS configuration, and system performance may drop. The necessity of UE side model monitoring should be considered based on system performance.  
Mod: As we can see, some companies still have concern on the UE reporting of its decision for model ID based LCM. 

	LG
	Overall, spec impact of the monitoring of UE-side AI/ML model has dependency on the decision of functionality-based LCM vs. model-based LCM being discussed in framework agenda. In our view, if functionality-based LCM is adopted for UE-sided model, it is performance monitoring rather than model monitoring, where spec impact would be quite limited or none. So, we suggest to defer this discussion until the related decision is made in the framework agenda.   

Mod: The three proposals (5.3.1, 5.3.2, 5.3.3) are provided to encourage companies study the details and facilitate the better understanding of each alternatives. Then, we will discuss which alternatives is prioritized/supported for functionality-based and model ID based LCM, respectively.

	VIVO
	OK

	QUALCOMM
	OK

	NEC
	OK

	CATT
	Fine

	ZTE
	Agree with HW and DCM. We don’t support UE to make the final decision. The final decision of model selection/activation/deactivation/switching/fallback should be made by NW from the perspective of NW system performance guarantee. Besides, the execution of the final decision would normally affect the configuration of CSI resource and reporting, which should definitely be NW controllable.
Mod: The three proposals (5.3.1, 5.3.2, 5.3.3) are provided to encourage companies study the details and facilitate the better understanding of each alternatives. Then, we will discuss which alternatives is prioritized/supported for functionality-based and model ID based LCM, respectively.

	FUJITSU
	Share the view with HW and DCM
Mod: Please see my replies to HW/DCM

	SPREADTRUM
	Support 

	GOOGLE
	Support

	SONY
	Support 

	SAMSUNG
	In our view, UE-side model monitoring should be performed in manner (i.e., gNB is not aware of the existence of model operation at gNB). If gNB is aware of model operation in UE, the operation should be decided by gNB, which is same as Alt.3. Hence, we think that UE’s decision is not reported to NW.

	ERICSSON
	Ok. Note that it is the responsibility of the UE to make sure that it is working properly. However, potential impact of when it can perform such monitoring that impacts the NW configuration of reference signal for example. This is up to the NW to decide when to transmit such signals. 

	INTERDIGITAL
	Fine

	LENOVO
	Support

	MOD
	If we can agree the study aspects in the three proposals (5.3.1, 5.3.2, 5.3.3), companies are expected to provide more inputs on the pros/cons of each alternatives. Then, from the next meeting, we will try to discuss the prioritization/support of some alternative(s) for functionality-based and model ID based LCM, respectively. The supported alternative(s) may be different for different types of LCM

	Mod
	An FFS part is added




Proposal 5.3.2

@ “including the study on necessity” is kept. 
@ “UE performance and/or performance of the whole system” is removed as many companies thought it was not clear in the last meeting
@vivo: Not fully understood the motivation for UE to send request to NW. In NW-side model monitoring, NW can decide when to trigger the procedure and learn the proper configurations from the configuration/information of AI model inference. In this case, the request from UE is not needed. Thus, the UE request is not added in this version. The next proposal is treated in a similar way.  


Proposal 5.3.2: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.2 (NW-side model monitoring), study the following aspects as a starting point including the study of necessity: 
· Signaling from gNB to UE for the corresponding measurement (e.g., dedicated RS configuration for measurement)
· What i Information needed for UE reporting to NW to calculate the performance metric
· Other aspect(s) is not precluded
· Note: At least the performance and reporting overhead should be considered

	Company
	Comments

	HW/HISI
	Ok

	MediaTek
	We are OK with this proposal

	XIAOMI
	Support 

	NTT DOCOMO
	Support the proposal.

	LG
	Please check our comment on 5.3.1. Suggest to defer this topic. 
Mod: Please see my previous reply

	VIVO
	OK. Request in our proposals are mainly for UE monitoring of UE-side models.

	QUALCOMM
	As we have mentioned in our contribution, the monitoring discussions would be much more informative if we are discussing them in the context of functionality-based LCM versus model ID-based LCM. In addition to the performance and reporting overhead, the latency for KPI calculation and monitoring decisions should also be considered. Why would the UE not compute the KPIs locally for UE-side models and report some information to NW to compute the KPIs for UE? The proponents are encouraged to provide some examples and use cases for which this paradigm makes sense.   NW making monitoring decisions for UE-side AI/ML “models” only makes sense in the context of model-ID-based LCM, not functionality-based LCM. It is suggested to discuss these alternatives under the umbrella of functionality-based LCM and model ID-based LCM.
Mod: The three proposals (5.3.1, 5.3.2, 5.3.3) are provided to encourage companies study the details and facilitate the better understanding of each alternatives. If we can agree the study aspects in the three proposals (5.3.1, 5.3.2, 5.3.3), companies are expected to provide more inputs on the pros/cons of each alternatives. Then, from the next meeting, we will try to discuss the prioritization/support of some alternative(s) for functionality-based and model ID based LCM, respectively. The supported alternative(s) may be different for different types of LCM


	FUTUREWEI
	Support. Suggest the following wording change.
What iInformation needed for UE reporting to NW to calculate the performance metric
Mod: modified

	CATT
	Fine

	ZTE
	Support

	SPREADTRUM
	Support 

	GOOGLE
	Support

	SONY
	Support 

	SAMSUNG
	In our view, it is better to clarify the difference between Alt-2 and Alt-3 before any further decision. In our view, the boundary of Alt-2 and Alt-3 is very vague. How UE monitoring is defined in Alt-3 should be further clarified.
Mod: Assume Metric X is agreed for model monitoring, then the metric X is calculated by NW based on some UE reported information in Alt.2. In contrast, UE will measure/calculate metric X and report it to NW.

	ERICSSON
	Ok

	INTERDIGITAL
	Fine

	LENOVO
	Support

	MOD
	If we can agree the study aspects in the three proposals (5.3.1, 5.3.2, 5.3.3), companies are expected to provide more inputs on the pros/cons of each alternatives. Then, from the next meeting, we will try to discuss the prioritization/support of some alternative(s) for functionality-based and model ID based LCM, respectively. The supported alternative(s) may be different for different types of LCM

	
	



Proposal 5.3.3

Proposal 5.3.3: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.3 (Hybrid model monitoring), study the following aspects as a starting point including the study of necessity: 
· Signaling from gNB to UE for performance monitoring (e.g., dedicated RS configuration for measurement)
· The contents of UE reporting and the UE reporting mechanism to NW
· Other aspect(s) is not precluded
· Note: At least the performance and reporting overhead should be considered

	Company
	Comments

	HW/HISI
	It could be included which performance metric to use for model monitoring, for example the beam prediction accuracy per sample output and or a statistical metric.  
Updated Proposal 5.3.3: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.3 (Hybrid model monitoring), study the following aspects as a starting point including the study of necessity: 
· Signaling from gNB to UE for performance monitoring (e.g., dedicated RS configuration for measurement)
· UE reporting mechanism to NW
· Per sample metric, e.g., beam prediction accuracy of each data sample.
· Statistical metric, e.g., average, 5%-ile of the beam prediction accuracy, etc.
· Other aspect(s) is not precluded
· Note: At least the performance and reporting overhead should be considered

Mod: A more inclusive wording is added, i.e., The contents of UE reporting

	MediaTek
	Support

	XIAOMI
	Support 

	NTT DOCOMO
	Support the proposal. 

	LG
	Please check our comment on 5.3.1. Suggest to defer this topic. 

	VIVO
	OK

	QUALCOMM
	Similar comment as Proposal 5.3.2. Suggest considering the two agreed LCM methodologies in the monitoring discussions. Since in this alternative NW makes monitoring decisions for AI/ML “models”, this makes sense under the umbrella of model-ID-based LCM. In functionality-based LCM, NW can monitor UE-side models at a functionality level, and the granularity of functionality can be determined.
Mod: Please see my previous reply

	FUTUREWEI
	Agree

	NEC
	Fine with HW’s update.
Mod: Please see my reply to HW

	CATT
	Fine

	ZTE
	Support

	SPREADTRUM
	Support 

	GOOGLE
	Support

	SONY
	Support 

	SAMSUNG
	Similar to the comments above. In our view, it is better to clarify the difference between Alt-2 and Alt-3 before any further decision. In our view, the boundary of Alt-2 and Alt-3 is very vague. How UE monitoring is defined in Alt-3 should be further clarified.
Mod: Please see my previous reply

	INTERDIGITAL
	Fine

	LENOVO
	Fine

	MOD
	The proposal is updated according to the inputs and offline discussions. 
If we can agree the study aspects in the three proposals (5.3.1, 5.3.2, 5.3.3), companies are expected to provide more inputs on the pros/cons of each alternatives. Then, from the next meeting, we will try to discuss the prioritization/support of some alternative(s) for functionality-based and model ID based LCM, respectively. The supported alternative(s) may be different for different types of LCM

	
	



Assistance information 
Assistance information may be used for AI model training, inference and/or monitoring. 
Some related proposals are collected in the following tables:

	FUTUREWEI[1]
	Observation 1: Assistance information may come with additional cost like signalling overhead, extra UE measurement overhead (including complexity, power consumption, etc.)  There is usually a trade-off between performance gain and the associated overhead.  
Proposal 4: When assistance information is used as input, study its performance gain vs. the standards impacts and overhead.

	Huawei[2]
	Proposal 3: For the study of AI/ML model input for BM-Case 1 and BM-Case 2, if Alt.2 is included, for the determination/selection of assistance information: 
· Information that currently is proprietary/privacy information should not be disclosed, e.g.
· UE location
· UE moving direction
· NW-side beam shape information (e.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.)
· The performance benefits of non-proprietary/non-privacy assistance information should be evaluated firstly to justify a study of their specification impact.
· Note: Generalization is included in performance

	ZTE[3]
	Observation 6: Assistance information can be used either as part of AI/ML model input or for defining applicable scenarios/configurations of the AI/ML model.
Proposal 10: No matter assistance information is used for model input or defining applicable scenarios/configurations, its necessity and performance gains need to be fully evaluated first in agenda 9.2.3.1.
Proposal 11: The introduction of any assistance information needs to consider the proprietary/privacy information disclosure issues, overhead, and standardization efforts.

	Ericsson[4]
	Observation 1	The feasibility of defining a meaningful TX/RX beam shape information for beam prediction is questionable.
Observation 2	It is possible to deduce AoD while keeping the beam shape information proprietary
Observation 3	There is no precedent for disclosing beam radiation patterns from the Rel-17 work on positioning
Proposal 1	Assistance information related to “beams” should focus on information related to NW antenna/beam configuration ID or UE antenna/beam configuration ID
Proposal 2	Prioritize assistance information that can be obtained with low standardization effort, such as UE position information
Proposal 3	Study assistance information that captures dynamic UE movement (e.g. using sensors)

	OPPO[7]
	Proposal 8: For the assistance information of BM-Case1 and BM-Case2, suggest to
•	Justify the performance benefits if assistance information is input to model
•	Identify whether assistance information would expose proprietary and/or privacy information of NW-side or UE-side. For the assistance information of BM-Case1 and BM-Case2, suggest to
· Justify the performance benefits if assistance information is input to model
· Identify whether assistance information would expose proprietary and/or privacy information of NW-side or UE-side.


	Vivo[9]
	Proposal 4:	At least support Tx/Rx beam angle/ID information as assistance information for performance improvement for both BM-Case1 and BM-Case2. Other assistance information can be FFS.
Proposal 5:	For the determination/selection of assistance information, 
•	The performance, model generalization and potential specification impacts should be considered.
•	Study how to protect sensitive proprietary/privacy information and disclose beam specific related assistance information.
Proposal 6:	Support proprietary protection mechanism for proprietary/privacy information disclosing issue. Detailed proprietary protection mechanism can be FFS. 
Proposal 7:	Suggest to use proprietary processed assistance information as model input to address performance deterioration and sensitive proprietary information disclosure issues in both BM-Case1 and BM-Case2, where a same mapping function is maintained for training and inference.

	Xiaomi[11]
	Proposal 4: For spatial domain beam prediction, study how to indicate the Tx beam information, including Tx beam ID/Tx beam shape information of gNB to UE for UE side inference.
Proposal 5: For spatial domain beam prediction, study to report Rx beam information, including Rx beam ID/Rx beam shape information of UE to gNB for gNB side inference.

	Nokia[13]
	Proposal 9: For BM-Case1, UE/gNB preferred assistance information rather than a specific assistance information can be reported/sent in order to increase the degree of freedom on the restrictions concerned disclosing proprietary information (for data collection for training and/or also for inference).

	CATT[14]
	Proposal 3: For the assistance information as model inputs, the proprietary/privacy information should not be disclosed.
Proposal 4: Whether the assistance information is proprietary/privacy information or not should be discussed separately with UE-sided model and NW-sided model, e.g.,
· gNB Tx beams for UE-side AI/ML model;
· UE position/moving-related information for NW-side AI/ML model.

	NEC[16]
	[bookmark: OLE_LINK32][bookmark: OLE_LINK187][bookmark: OLE_LINK188]Proposal 1: Support Alt.2: L1-RSRP measurement based on Set B and assistance information (e.g., Rx-beam angle, UE’s angle related to a reference location).
Proposal 2: Study the mechanism of indirect reporting assistance information (e.g., Rx-beam angle, UE’s angle related to a reference location) to avoid proprietary/privacy.

	NVIDIA[22]
	Proposal 4: Comprehensive evaluation results showing convincing performance gains is needed to nail down the essential assistance information needed for the spatial-domain DL beam prediction.
Proposal 6: Comprehensive evaluation results showing convincing performance gains is needed to nail down the essential assistance information needed for the temporal DL beam prediction.

	Lenovo[24]
	Proposal 2: 	Assistance information for AI/ML input should be carefully studied considering the availability of different kinds of assistance information for UE-centric or NW-centric AI/ML inference.

	Apple[26]
	Proposal 2: If UE position information is used AI/ML aided beam management, user privacy needs to be considered in data collection for model training and input for inference with UE position information. 

	QC[27]
	Proposal 2 
[bookmark: _Hlk127487630]Study the signalling aspects related to gNB sending assistance information to help UE-side AI/ML models
· Examples of such assistance information: 
· Beam shape-related information: information about gNB beam shape, beam boresight directions, 3dB beamwidth, etc.
· Information about gNB codebook index, etc.
· Study means to provide beam shape-related assistance information while preserving sensitive proprietary information
· Consider Rel-17 positioning agreement as a starting point


	DCM[28]
	Proposal 3: Study the performance/mechanism of assistance information only if at least one company from each UE vendor, gNB vendor and operator agrees with the feasibility of disclosing the information to the other side from the proprietary perspective.
Observation 6: Mechanisms to provide DL Tx beam information from NW to UE could be potential specification impacts in DL beam prediction
Observation 7: Boresight direction and/or (relative) power per angle for each reference signal can be potential assistance information of Tx beam in DL beam prediction. 

	MTK[30]
	Proposal 2: For assistance information related to UE position/moving-related information for NW-side AI/ML model, 
· Separate the discussion of UE position and moving-related information (e.g., UE speed)
· RAN1 has no consensus on using UE position as assistance information for NW-side AI/ML model 
· Study the feasibility and how (if feasible) a mechanism not disclosing the privacy information of UE’s moving-related information as assistance information for NW-side AI/ML model.

	TCL[31]
	Proposal 1: The UE position information is not necessary for predictive beam switching.
Proposal 2: Support the UE moving speed as a kind of assistant information for beam prediction in time domain.

	
	



Conclusion 6.1 
In previous RAN1 meetings, most companies support not to disclose proprietary/privacy information, which is widely accepted as a best practice in 3GPP so far.  Meanwhile, some companies thought there is some mechanism(s) not disclosing proprietary/privacy information to get some given assistance information. In the last RAN1 meeting, some proposals suggested to study the mechanism preserving proprietary and UE privacy information but no agreement was achieved.
By reading the submitted tdocs, moderator feels that companies’ views are not changed and the situation is the same as before. Moreover, most proponents of assistance information have only provided no or very limited information on how to preserve proprietary and UE privacy information so far.  
We have discussed these issues in several meetings. Considering the current status, moderator feels there is unlikely to achieve any agreement on NW Tx beam shape and UE positioning/moving/Rx beam shape.  Thus, two proposals are suggested for conclusions.  The related proposals are as below
· Futurewei: Proposal 4
· Huawei: Proposal 3
· ZTE: Proposal 11
· Ericsson: Proposal 1
· OPPO: Proposal 8
· Vivo: Proposal 4
· Xiaomi: Proposal 4
· CATT: Proposal 3, 4
· NEC: Proposal 1, 2
· NVIDIA: Proposal 4, 6
· Lenovo: Proposal 2
· Apple: Proposal 2
· QC: Proposal 2
· DCM: Proposal 3
· MTK: Proposal 2
· TCL: Proposal 1, 2

Conclusion 6.1: Regarding the assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: The relative Other information of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement


	Company
	Comments

	HW/HISI
	Ok

	MediaTek
	OK

	XIAOMI
	Ok 

	LG
	Even if we sympathize FL’s intention, we think that some information is needed about NW-side Tx beam, e.g. mapping between Set A beams and Set B beams. With this conclusion, companies may have different understanding on what information is allowed or disallowed for further discussion. It may be better to search for information, which can be acceptable without revealing proprietary information. 
Mod: If I understand correctly, this proposal is not related to “mapping between Set A beams and Set B beams”. Moreover, in the following agreement, we agree to study the mapping

Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded


	VIVO
	We think to have assistance information is useful for ensure generalization performance. But we agree that we should be careful on preserving sensitive proprietary information. Hence we suggest to revise the proposal from the other way around, which is to study and identify the useful assistance information and then note that proprietary information shall not be disclosed. 

Mod: During the last meetings, moderator encouraged the proponents to provide more information how to not disclose proprietary information. But I only find very limited companies (if not only one company) provide some information. That means, there are much time for the proponents to convince the opponents, but most of them do nothing. Thus, it would be not a constructive way to just add a note like “proprietary information shall not be disclosed” 

	QUALCOMM
	Rather than excluding the first bullet, our suggestion is to make the indication of this information voluntary. This should alleviate the concerns brought up by some NW vendors.

Mod: as we can see that no NW vendor agreed to do so based on previous discussions.

	FUTUREWEI
	Agree

	CATT
	Fine

	ZTE
	Fine

	SPREADTRUM
	Support 

	GOOGLE
	We suggested changing “NW-side beam shape information” into “actual NW-side beam shape information”. The NW and UE may perform the beam prediction based on some assumed beam pattern, similar to CSI feedback based on a codebook.
Mod: Let first check IDC’s version 

	SAMSUNG
	Ok with the first bullet of the conclusion but the note is unclear. Further clarification of the note is needed; otherwise, it is better to remove the note.
Mod: Would you elaborate a bit on what your question is? 

	ERICSSON
	Agree.

	INTERDIGITAL
	Based on the offline discussion with the FL, Qualcomm, Ericsson and Huawei, we proposed the following update: 

Regarding the assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following informationexplicit 
NW-side beam shape information 
(Ee.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.)
· Note: The relativeImplicit information of Tx beam preserving sensitive proprietary information is a separate discussionto be further discussed/evaluated ( 
· e.g., some informationrelative angles similar to following the same principle of Rel-17 positioning agreement)



	LENOVO
	Fine

	MOD
	Please check whether IDC’s version is acceptable or not

	MediaTek
	OK

	
	



Conclusion 6.2 
Conclusion 6.2: Regarding the assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE speed/moving direction
· UE Rx beam shape/direction

	Company
	Comments

	HW/HISI
	Ok

	MediaTek
	We are OK with bullet 1 and 3. Also, for the 2nd bullet, we are fine with moving direction. However, for UE speed (e.g., kmh values), we think this information may help NW to operate its AI/ML model and it is not clear whether this speed value is proprietary information or not. Moreover, based on all the company proposals listed above, no company explicitly suggest to not use UE speed as assistance information, while moving direction has been explicitly listed as proprietary information (e.g., HW’s proposal). TCL and our proposal also suggest studying the use of UE speed as assistance information. Therefore, we propose to remove UE speed from the list.

Conclusion 6.2: Regarding the assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE speed/moving direction
· UE Rx beam shape/direction

Mod: deleted

	XIAOMI
	Ok 

	LG
	Please check our comment on 6.1

	VIVO
	OK

	QUALCOMM
	OK

	FUTUREWEI
	Agree

	CATT
	Fine

	ZTE
	Fine

	SPREADTRUM
	Support

	GOOGLE
	Support

	SAMSUNG
	For clarification, whether this conclusion is somehow similar to conclusion 6.1 due to UE proprietary issue? 

	INTERDIGITAL
	We prefer to support the similar principle with NW side information and propose the following:

Regarding the assistance information from UE to NW for NW-side AI/ML model, RAN1 has no consensus to support explicit UE-side information (e.g., UE location, UE speed/moving direction, UE Rx beam shape/direction and etc.)
· Implicit UE side assistance information preserving sensitive proprietary information is to be further discussed/evaluated

Mod: During the last meetings, moderator encouraged the proponents to provide more information how to not disclose user privacy information. But I failed found any companies provide such kind of information. That means, there are much time for the proponents show some mechanism not disclosing user privacy information, but they do nothing. Thus, it is not a constructive way to add the sub-bullet as above. I will keep the original version

	LENOVO
	Fine

	
	

	
	

	
	



Proposal 6.3 
As some companies mentioned in the tdocs, there are another type of assistance information needed to ensure NW and UE have the common understanding on the applicable scenarios/configurations. Similar proposals were proposed by other companies in previous meetings. For example, UE collected L1-RSRP from a set of X beams and the corresponding labels, and trained an AI model. When UE will do AI model inference, it is reasonable for UE to know whether or not the current configured set of Y beams is matched with the set of X beams used for training.  It seems a valid issue and the group has no agreement for it so far. Thus, a proposal is suggested for further discussion.  The related proposals are as below:
· ZTE: Proposal 10
· Ericsson: Proposal 1

Proposal 6.3: In order to facilitate AI/ML operations for BM-Case1 and BM-Case2 with UE-side AI model, study the necessity and the potential specification (if needed) of the following aspect on data collection for training, inference and/or monitoring
· Explicit or implicit indication information from NW to UE or from UE to NW to ensure the common understanding between NW and UE on the applicable scenarios/configurations

	Company
	Comments

	HW/HISI
	We think that this should be discussed in evaluations firstly.
Mod: we have discussed offline

	MediaTek
	Support

	XIAOMI
	This may be discussed in 9.2.1 on model identification. 
Mod: The details (if there is any additional information) will be based on the output of 9.2.1

	NTT DOCOMO
	Support the proposal.

	LG
	More clarification is needed on the meaning of ‘indication on the applicable scenarios/configurations’
Mod: For example, UE collected L1-RSRP from a set of X beams and the corresponding labels, and trained an AI model. When UE will do AI model inference, it is reasonable for UE to know whether or not the current configured set of Y beams is matched with the set of X beams used for training.

	QUALCOMM
	Support

	FUTUREWEI
	Agree

	CATT
	We think beside indication from NW, there are other methods to ensure the common understanding between NW and UE, for example, UE can indicate the model description information (e.g., the applicable scenarios/configurations for AI model) when performing model/functionality identification. Thus, we prefer to change the sub-bullet as following:
Explicit or implicit indication information from NW to UE or from UE to NW to ensure the common understanding between NW and UE on the applicable scenarios/configurations
Mod: added

	ZTE
	It depends on the model identification procedure in agenda 9.2.1.
Mod: The details (if there is any additional information) will be based on the output of 9.2.1

	Google
	We are not sure how to indicate “scenario”, but “configuration” should be fine.
Mod: deleted

	SONY
	Support 

	SAMSUNG
	We understand the intention of the agreement. However, the wording of applicable scenarios/configurations is very unclear. Also, how to perform the “explicit or implicit” indication is unknown.

Mod: That is what we will study in the next step(s).

Hence, it is better to formulate the proposal with more details otherwise the necessity of this proposal is unclear.

Mod: Such kind of this information is likely to be needed for the AI operations. Thus, this proposal is suggested to study it. The details would be the output of this study. 

	ERICSSON
	Propose that we first conclude on the model identification procedure in 9.2.1 prior to agreeing on the need for indication on applicable scenarios/configurations. 
Mod: The details (if there is any additional information) will be based on the output of 9.2.1

	INTERDIGITAL
	Fine

	LENOVO
	Fine

	
	

	
	




Spec impact of Model selection, activation, deactivation, switching, and fallback operation
In previous RAN1 meeting(s), the following agreements were made:
	RAN1#110bis-e

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
· Procedure and assistance ignaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement (AI 9.2.1)
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms






	Nokia[13]
	Proposal 20: RAN1 to study NW input to support ML model switching/(de)activation at UE for DL Tx beam or DL Tx-Rx beam pair prediction.

	CATT[14]
	Proposal 16: Regarding the model monitoring for BM-Case1 and BM-Case2, the spec impacts of following procedures based on model monitoring results should be studied, e.g., model update/switching/fallback.

	NVIDIA[22]
	Proposal 8: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.

	Lenovo[24]
	Proposal 11: 	Dynamic switching between AI/ML based beam prediction and non-AI/ML based beam report schemes as well as dynamic switching between different AI/ML models should be supported.
Proposal 12: 	Study the mechanism for beam report associated with AI/ML inference when there is no available AI/ML model for AI/inference.

	DCM[28]
	Proposal 9: NW should control which UE side model to be activated or deactivated based on the NW operation in beam prediction.

	
	

	
	



Mod’s assessment 
Mod’s assessment: The above proposals seem quite general and applicable to all sub use cases (e.g., CSI compression, Beam prediction, positioning accuracy enhancement). Not sure what spec impact is specific to BM use cases based on the above proposals. 

	Company
	Comments

	
	

	
	



UE/NW Capability
The related proposals/ observations are copied as below:
	FUTUREWEI[1]
	Proposal 6: Regarding AI/ML-based beam management, study the standards impact, including AI/ML related UE configuration/capability reporting, related to AI/ML model selection/configuration (like activation/deactivation) in case multiple trained AI/ML models are deployed.

	Huawei[2]
	Proposal 15: For the data collection for model training, study how to enable the UE to measure the Set A with large number of Tx beams which may be restricted by the legacy UE capability on the maximum number of configurable RS resources.
Proposal 28: Study the potential specification impact for UE capability, including the following aspects as a starting point: 
· Data collection, model training, inference latency, monitoring, models switching, model updating. 
· Details can be discussed until further progress has been made for schemes themselves and their related spec impact.
Proposal 29: For UE capability report of the UE-side model, study the UE report of supported configurations, including at least:
· The number of the needed data samples for training/monitoring.
· The supported configurations of Set A and/or Set B for model training/monitoring/inference.
· The supported values of Top-K for inference.

	Ericsson[4]
	Proposal 24	Study specification impact on how a beam prediction functionality can be introduced in the existing capability framework

	OPPO[7]
	Proposal 17: For BM-Case1 and BM-Case2, consider the UE capability on AI/ML beam prediction when stable.

	NVIDIA[22]
	Proposal 12: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.

	Lenovo[24]
	Proposal 5: 	Study UE/NW capability related signaling corresponding to AI/ML-based beam management under different network-UE collaboration levels.

	
	

	
	



Mod’s assessment 

Mod’s assessment: Detailed UE capability can be discussed later

	Company
	Comments

	
	

	
	

	
	

	
	



Other aspects of LCM / use cases
In previous RAN1 meeting(s), the agreement(s)/conclusion(s) were made as below:  
	RAN1#110

Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 

RAN1#110bis-e

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
· FFS: the detailed applicable AI/ML operations

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.





The related proposals/ observations are copied as below:
	
	

	
	



	Company
	Comments

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Model/functionality Identification

	vivo[9]
	Proposal 13:	Both model ID-based LCM and functionality-based LCM should be studied for beam management.

	CATT[14]
	Proposal 8: Regarding the model identification of BM-Case1 and BM-Case2, study the following aspects as a starting point for identification information which UE should provide to gNB:
· Model ID;
· Model functionality, e.g., BM-Case1/BM-Case2 or DL beam pair/Tx beam prediction;
· Information of model inputs, e.g., the number of DL Tx beams or beam pairs in Set B;
· Information of model outputs, e.g., the number of predicted beam and/or L1-RSRP;
· Information on assistance information for inference;
· Information on model performance on concurrent use with other AI/ML models and/or non-AI/ML features;
· Information on co-existence of other AI/ML models and/or non-AI/ML features;
· Information on applicable conditions.
Proposal 9: For model identification, further study the following aspects on the model ID of a registered AI/ML model:
· Whether the model ID is reported by UE or assigned by network;
· Whether the model ID is global or not;
· Whether the model ID is explicit or implicit.
Proposal 10: Regarding the functionality identification of BM-Case1 and BM-Case2, further study the identification information which UE should provide to gNB.

	
	



Mod’s assessment 
Mod’s assessment: The above proposals seem quite general and applicable to all sub use cases (e.g., CSI compression, Beam prediction, positioning accuracy enhancement). Not sure what spec impact is specific to BM use cases based on the above proposals. 

	Company
	Comments

	
	

	
	

	
	



Training and deployment of AI/ML model 
Training/inference at UE/NW side
In previous RAN1 meeting(s), the following agreements were made:
	RAN1#109-e
Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

RAN1#110

Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



RAN1#111

Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side





The related proposals/observations from the contributions are copied as below:
	vivo[9]
	Observation 1:	Report overhead may increase dramatically but with less specification impacts for Alt. 1 with enhanced beam pair prediction solution and DL Tx beam prediction solution.
Observation 2:	Report overhead can be reduced to top-k L1-RSRP and its related Rx beam information, but assistance information including NW-side information, such as antenna configuration, Tx beam angle, etc., should be signaled to UE for Alt.2.
Observation 3:	Due to UE side model training, if mismatch NW-side beam information is signaled to UE, significant performance deterioration can be observed for AI based beam prediction scheme in Alt.2.
Observation 4:	Report overhead and UE energy/complexity is limited for Alt.3, but model transfer is needed.
Observation 5:	For Alt.3, a cell specific AI solution can be achieved with generalization consideration and infra vendor may not need to disclose NW-side information such as antenna configuration, Tx beam angle, etc.

Proposal 2:	For the sub use case BM-Case1 and BM-Case2, support to study Alt.3 for AI/ML model training and inference:
	Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side

	IDC[11]
	Proposal 2: Support both AI/ML inference/training at NW side (Alt.1) and UE side (Alt.2) for both BM-Case1 and BM-Case2.

	
	



Mod’s assessment 
Mod’s assessment: Alt.3 is depending on the discussion of model transfers in AI 9.2.1 and other WG(s) (e.g., RAN2). Let’s wait for more progress before we reopen the discussion. 

	Company
	Comments

	
	

	
	

	
	

	
	

	
	

	
	



Online/offline training
In previous RAN1 meeting(s), the agreement(s)/conclusion(s) were made as below:  
	RAN1#110

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.



The related proposals/observations from the contributions are copied as below:
	OPPO[7]
	Proposal 1: For AI/ML beam management, focus on offline model training at least at current stage.

	IDC[12]
	Observation 18: Investigating both offline training and online training in Rel-18 is not achievable given the limited timeline for AI/ML study.
Observation 19: While online training requires more complicated procedures to support training in (near) real-time, offline training requires relatively simpler procedures as offline training is done by using already collected data sets.
Proposal 20: Prioritize offline training for the sub use case BM-Case 1 and BM-Case 2.

	NVIDIA[22]
	Observation 1: Offline training may be more feasible for the near future. But in the long run, it is vital that the AI/ML models can learn continuously to adapt to varying environments, site-specific conditions, and heterogenous configurations.
Proposal 2: For the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
•	Alt.1: offline training
•	Alt.2: online training

	QC[27]
	Proposal 1 For the sub use case BM-Case1 and BM-Case2 and for UE-side AI/ML models, Agenda item 9.2.3.2 should focus on offline training scenario, in which the development and training of the AI/ML model happens offline without the need to involve 3gpp signaling

	
	



Mod’s assessment 
Based on previous discussions and the tdocs submitted to this meeting, all companies support offline training. The controversial point is whether to support online training or not. Meanwhile, some companies think whether online and offline training are up to implementation and can be transparent to the other side from the perspective of 3GPP specification. Thus, no consensus on the support of online training is achieved so far.

Mod’s assessment: By going through all the tdocs, moderator failed to find detailed proposal(s) for specification enhancement dedicated to online training. We don’t need to discuss whether online training is supported or not if no company proposes any specific enhancement dedicated for online training. Thus, we can wait for more inputs on the enhancement dedicated to online training before we come back to this issue. 

	Company
	Comments

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Model transfer

	Vivo[9]
	Proposal 11:	For case 1 and case 2 of beam management, both collaboration level-y, and collaboration level-z can be considered.
Proposal 12:	Take the following supportable model update choices as one aspect for defining model update levels of beam management.
-	Choice 0: No model update during lifecycle management
-	Choice 1: Updating model parameters w/o model transfer
-	Choice 2: Updating model parameters with model transfer
-	Study the lifecycle management signaling and procedures for each of the collaboration levels and model updating choices.
Proposal 22:	For Alt.3. which is AI/ML model training at NW side and inference at UE side, it has similar data collection procedure and potential specification impacts as Alt.1, i.e. both model training and model inference at NW side, for enhanced beam pair prediction and DL Tx beam prediction scheme.
Proposal 34:	In model inference procedure, Alt.3, i.e. model training at NW side and model inference at UE side, with enhanced beam pair prediction and DL Tx beam prediction scheme has similar specification impacts as an AI model trained and inferenced at UE side.
Proposal 35:	Study signaling aspects enhancement related to the procedure of model transfer, model registration and model activation, for the case with AI/ML model training at NW side and AI/ML model inference at UE side.

	CIACT[17]
	Proposal 5: BM specific information for model transfer could be discussed in later stage.

	
	

	
	

	
	



Mod’s assessment 
Mod’s assessment: The discussion on spec impacts of model transfer is deferred to wait for more progress in AI 9.2.1 and/or RAN2.

	Company
	Comments

	
	

	
	



General views of sub use case
In previous meetings, the following agreements/conclusion were made as below:
	RAN1#109-e

Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range



The related proposals/observations from the contributions are copied as below:
	Google[8]
	Proposal 14: The study of AI/ML based BM should consider both FR1 and FR2.

	IDC[12]
	Proposal 1: BM-Case 1 and BM-Case 2 with Set A and Set B in different frequency ranges are supported as well as in a same frequency range.

	Nokia[13]
	Proposal 21: For UE side DL Tx beam prediction with inter-cell beam measurements and reporting, RAN1 shall further study the feasibility of applying beam predictions (BM-Case1 and BM-Case2) across different PCIs or within one PCI. 

Proposal 22: For UE side DL Tx beam prediction, Ran1 shall further study group-based beam reporting supported for mTRP operation, including whether Set B measurements can be from two TRPs and UE can report beam pairs from Set A. 

	CATT[14]
	Proposal 1: For BM-Case1 and BM-Case2, beams in Set A and Set B should be in the same Frequency Range.

	NVIDIA[22]
	Proposal 1: Beam prediction in spatial domain and beam prediction in time domain should be the focal point for studying AI/ML based algorithms for beam management.

	TCL[31]
	Proposal 4: How to merge the beam prediction into beam training steps is needed to be considered

	
	



Mod’s assessment 
Mod’s assessment: RAN plenary has confirmed the representative sub use cases. Companies are encouraged to focus on other discussion (e.g., spec impacts) rather than new cases. 

	Company
	Comments

	
	

	
	

	
	



Construction of Set A and Set B
In previous RAN1 meeting(s), the following agreements and conclusions were made:
	RAN1#109-e

Conclusion
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
· FFS: the number of beams in Set A and B
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: the number of beams in Set A and B
· FFS: QCL relation between beams in Set A and beams in Set B
· FFS: construction of Set B (e.g., regular pre-defined codebook, codebook other than regular pre-defined one)
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.

Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact

RAN1#110
Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.




The related proposals/observations are copied as below:
	Huawei[2]
	Observation 3: For the alternatives of the Set A and Set B relationship under BM-Case 2, Alt.3 (Set A and Set B are the same)
· Can inflict compatibility issues with non-AI/ML-based UEs
· Results into a large beam sweeping overhead during the observation phase
· May cause unnecessary high interference to cells from neighbor UEs.
Proposal 10: For the study of the alternatives of the Set A and Set B relationship under BM-Case 2,
· Prioritize the study of Alt.1 (Set A and Set B are different) and Alt.2 (Set B is a subset of Set A).
· Alt.3 (Set A and Set B are the same) can be used as a benchmark for performance comparison in evaluations.


	ZTE[3]
	Observation 3: The number of beams for measurement (i.e., set B) and for prediction (i.e., set A) is related to the trade-off between inference performance and RS overhead for beam measurement. 
Proposal 5: For the beam set construction of BM-Case1, the sub-sampling-based method in Alt.2 (i.e., Set B is a subset of Set A) can be a starting point for the study of spatial domain beam prediction.
Proposal 6: For the beam set construction of BM-Case2, both Alt.2 (i.e., Set B is a subset of Set A) and Alt.3 (i.e., Set A and Set B are the same) can be further evaluated in agenda 9.2.3.1, including beam prediction accuracy, RS overhead reduction, and model generalization performance in various scenarios/configurations.
Observation 4: For Alt.3 (i.e., Set A and Set B are the same) in the beam set construction of BM-Case2, a feasible working mode is to configure/transmit the RS resource set (i.e., set A/B) only in the measurement window to minimize the RS overhead for beam measurement.
Proposal 7: For Alt.3 (i.e., Set A and Set B are the same) in the beam set construction of BM-Case2, study flexible RS resource set and report configuration within the measurement window and prediction window, regardless of NW-side model or UE-side model.
Observation 5: For Alt.2 (i.e., Set B is a subset of Set A) in the beam set construction of BM-Case2, a feasible working mode is to configure/transmit the RS resource set (i.e., set B) in both the measurement window and the prediction window.
Proposal 8: For Alt.2 (i.e., Set B is a subset of Set A) in the beam set construction of BM-Case2, if set B can be changed along different time instances, support to study enhanced resource configuration and activation method to flexibly activate/deactivate arbitrary beams or beam subset among pre-configured patterns in set A beams (pairs).


	Spreadtrum[6]
	Proposal 1: For sub use cases BM-Case1, focus on Alt1 [Set B is a subset of Set A].


	OPPO[7]
	Proposal 3: For BM-Case1, Set B is a subset of Set A.
Proposal 4: For BM-Case2, Set B and Set A are the same.


	LGE[10]
	Proposal #7: For the relation between Set A and Set B of BM-Case2, start from Alt3 to see the feasibility and performance gain of pure TD prediction as an independent approach as SD prediction. After studying this, joint SD and TD prediction (i.e. Alt1 and Alt2) can be studied as a next step.


	Xiaomi[11]
	Proposal 2: For spatial domain beam prediction, consider set B is a subset of set A with high priority.
Proposal 11: For temporal beam prediction, consider set B is same as set A with high priority.


	IDC[12]
	[bookmark: _Hlk111143983]Observation 5: As using same beamwidth for all channels and signals is a general implementation within a frequency range, using a subset of Set A as Set B is a reasonable option if Set A and Set B are utilized in a same frequency range. 
Observation 6: It is difficult to use a subset of Set A considering different beamwidths for beam management between different frequency ranges.
Observation 7: Utilization of wide beam information from a low frequency range has great potential as a low frequency range is more reliable and utilization of wide beam requires much less time and frequency resources for beam management.
Proposal 3: Support ‘Set B is a subset of Set A’ when Set A and Set B are utilized in a same frequency range for both BM-Case1 and BM-Case2. 
Proposal 4: Support ‘Set A and Set B are different’ when Set A and Set B are utilized in different frequency ranges for both BM-Case1 and BM-Case2. 
Proposal 5: AI/ML based beam management based on association between different frequency ranges should supported for both between FR1 and FR2-1 and between FR2-1 and FR2-2.

	Nokia[13]
	Proposal 1: For BM-Case1, considering the construction of Set A/B, prioritize Alt.2: Set B is a subset of Set A for further studies.
· RAN1 may consider Alt1: Set A and Set B are different (Set B is NOT a subset of Set A) as an additional scenario if the benefits are identified in 9.3.2.1.  
Proposal 4: For BM-Case1, considering beam types of Set A/B, prioritize Alt.1: DL Tx beam prediction for further study.
· RAN1 may consider Alt.3: Beam pair prediction as an additional scenario if the benefits are identified in 9.2.3.1.  

Proposal 5: In BM-Case2, “Set B and Set A are the same” should be the baseline to study the prediction performance.
· FFS relation between K and F with different UE speeds, different channel assumptions, and different measurement periods.
Proposal 6: In BM-Case2, prioritize studying “Alt.3 Set B and Set A are the same” 
· FFS use cases: Alt.1 Set B and Set A are different.
· FFS use cases: Alt.2 Set B is a subset of Set A.


	Sony[18]
	Proposal 1	: For the relationship between Set A and Set B, support both Alt.1 and Alt.2 for BM-Case1 and BM-Case2.
Proposal 2	: Support Set A and Set B in different frequency bandwidth and channel observation as the input of AI/ML model (e.g., channel matrix, CIR, etc).

	
	

	
	



Mod’s assessment 
Mod’s assessment: Potential down-selection (if any) can be discussed when we have more progress (e.g., observations of evaluation results, different spec impacts, …). Let’s focus on the study on the potential spec impact of different alternatives in other sections.
	Company
	Comments

	
	

	
	

	
	



Set B
In previous RAN1 meeting(s), the agreement(s)/conclusion(s) were made as below:  
	RAN1#110

Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· FFS on the beams of Set B
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each report/measurement during training and/or inference) 
· FFS on fixed or variable number of beams (pairs)
· FFS on the details 
· Other options are not precluded. 
· FFS on the number of beams (pairs) in Set B

RAN1#110bis-e

Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 

Conclusion 
For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model,





The related proposals/observations are copied as below:
	Huawei[2]
	Proposal 5: For the study of AI/ML model input for BM-Case 1 and BM-Case 2, consider fixed beams as a starting point. 

	H3C[5]
	Proposal 3: For the selection of Set B, when Set B is variable, study Opt A (changed following a set of pre-configured patterns) with high priority.


	Spreadtrum[6]
	Proposal 4: For the selection of Set B of beams (pairs).
· If AI/ML inference is at NW side, beams in Set B can be determined by NW implementation.
· If AI/ML inference is at UE side, beams in Set B can be determined with a fix pattern.


	Vivo[9]
	Proposal 3:	Support to study specification impact on Set B with pre-configured beam patterns which can provide comparable gain to fixed scheme but with higher flexibility and better generalization performance. How to select pre-configured patterns can be FFS.

	Lenovo[24]
	Proposal 1: 	Selection of beams for Set B should allow for variable beams, i.e., different beams (pairs) patterns during training and/or inference.

	TCL[31]
	Proposal 3: Some patterns can be designed for the input set B of beam prediction in spatial domain.
· A fixed pattern;
· A random pattern.


	
	



Mod’s assessment 
Mod’s assessment: Let’s focus on the study on the potential spec impact of different alternatives in other sections. Any further down-selection (if any) can be discussed when we have more progress (e.g., observations based on evaluation results, spec impacts, …)

	Company
	Comments

	
	

	
	



Input of BM-Case1 and BM-Case2
In previous RAN1 meeting(s), the agreements/conclusions were made as below: 
	RAN1#109-e
Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· [bookmark: OLE_LINK35][bookmark: OLE_LINK34]Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.




The related proposals/observations are copied as below:
	Huawei[2]
	[bookmark: OLE_LINK1]Proposal 1: For the remainder of the study item, do not consider further the CIR based on Set B as model input.
Proposal 2: For BM-Case 1 and BM-Case 2, use Alt.1 (Only L1-RSRP for Set B) as a starting point for the study on AI/ML input.
Proposal 4: For Alt.4 for the BM-Case 1 and Alt.3 for BM-Case 2 for the AI/ML model input which are identical (using L1-RSRP for Set B and DL Tx and/or Rx beam ID). 
· These two alternatives can be studied if benefits are justified by evaluation.
Proposal 5: For the study of AI/ML model input for BM-Case 1 and BM-Case 2, consider fixed beams as a starting point. 

	ZTE[3]
	Proposal 9: For BM-Case1 and BM-Case2, to reduce standardization workload and avoid privacy/proprietary disclosure issues, focusing the AI input and output on measured RSRP and/or beam ID.


	H3C[5]
	Proposal 4: For the Input/Output of BM-Case1 and BM-Case2 with network-side model, consider to define a method to map the input data order with the output data order. 


	Spreadtrum[6]
	Proposal 2: For the AI/ML model input of BM-Case 1,
· Alt 1 and Alt 4 should be studied with high priority.
· Whether to choose Alt 1 or Alt 4 needs further discussion according to the beam pattern selection.
· If Set B is fixed, Alt 1 will be selected;
· If Set B is variable, Alt 4 will be selected.
· For the corresponding beam ID in Alt 4, it should be input in AI model explicitly.
· Alt 2 should be clarified which assistance information can be used as AI model input.
Proposal 3: For the AI/ML model input of BM-Case 2,
· Alt 1 and Alt 3 should be studied with high priority.
· Whether to choose Alt 1 or Alt 3 needs further discussion according to the beam pattern selection.
· If Set B is fixed, Alt 1 will be selected;
· If Set B is variable, Alt 3 will be selected.
· For the corresponding beam ID in Alt 3, it should be input in AI model explicitly.
· Alt 2 should be clarified which assistance information can be used as AI model input.


	OPPO[7]
	Proposal 6: The input of AI/ML model for beam prediction are element-wise sensitive, therefore the L1-RSRPs of Tx and/or Rx beams in Set B should be input in proper order.
Proposal 7: For BM-Case1 and BM-Case2, suggest to adopt L1-RSRP measurement based on Set B as input of AI/ML model.

	Google[8]
	Proposal 1: For spatial domain beam prediction, support Alt3 (CIR based on set B).
Proposal 2: Study the input from the beam report from a group of UEs for UE-group based beam prediction, where the UEs in a group share the similar location and velocity.
Proposal 7: For time-domain beam prediction, support to add CIR measurement based on set B as one alternative.


	Vivo[9]
	Proposal 8:	Regarding to BM-Case1 and BM-Case 2, at least prioritize following AI input information for further study on specification impact:
•	L1-RSPR measurement based on Set B
•	Corresponding DL Tx beam pointing angle/ID
•	Corresponding DL Rx beam pointing angle/ID
•	Expected Tx and/or expected Rx beam angle/ID
•	Further discuss other information, such as Tx and/or Rx beam shape information, 3dB beam-width, etc.

	Xiaomi[11]
	Proposal 3: Support L1-RSRP and beam (pair) ID as AI/ML model input with high priority for variable set B.


	IDC[12]
	Observation 8: ‘Only L1-RSRP measurement based on Set B’ is not clear enough as the alternative does not provide any beam related information.
· If ‘Only L1-RSRP measurement based on Set B’ means that L1-RSRP measurements are provided in a fixed order, in our view, the input is not ‘Only L1-RSRP measurement based on Set B’.
· Reporting L1-RSRP measurements in a fixed order is indicating L1-RSRP measurement with implicit beam related information.
Proposal 6: Companies supporting L1-RSRP values without beam ID should provide more details.
Observation 9: ‘L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID’ can be a baseline option as AI/ML model can predict RSRP measurements with Tx and Rx beam IDs which are not provided.
Proposal 7: Support ‘L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID’ as a baseline.
Proposal 8: Additional information such as TRP IDs and Panels IDs should be considered.
Proposal 9: ‘CIR based on Set B’ can be considered as an alternative only for beam management based on FR1 information.


	Nokia[13]
	Proposal 8: Regarding the sub-use case BM-Case1, select the following alternatives for AI/ML input:
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, gNB panel array parameters (bearing angle, mechanical downtilt, slant angle), etc.

Proposal 10: Regarding the sub-use case BM-Case2, select the following alternatives for AI/ML input:
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam pointing angles beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information


	CATT[14]
	Proposal 5: For the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B;
· Alt.2: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID;
· Alt.3: L1-RSRP measurement based on Set B and assistance information.
· Whether and how the assistance information can be used as model inputs should be discussed for UE-sided model and NW-sided model, separately. 


	CIACT[17]
	Proposal 2: L1-RSRP and Beam ID should be used as baseline for further comparison for BM-Case1 and BM-Case2.


	Sony[18]
	Proposal 4	: For BM-Case2, the time window size of AI/ML model input can be determined by characteristic of time domain channel.

	NVIDIA[22]
	Observation 2: Evaluation results show that by using L1-RSRP measurement based on Set B of beams, the AI/ML-based algorithm can achieve performance comparable to that of exhaustive beam search in Set A of beams.
Proposal 3: For BM-Case 1, at least support L1-RSRP measurement based on Set B of beams as AI/ML model input.
Observation 3: Evaluation results show that by using historical optimal index, the AI/ML-based algorithm can satisfactorily yield optimal beam index prediction for future time instances.
Proposal 5: For BM-Case 2 (temporal DL beam prediction), at least support using historical optimal beam index based on Set B of beams as AI/ML model input.

	KT[29]
	Proposal 1. For BM-Case1 and BM-Case2, support L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID as a baseline of AI/ML input.

	
	

	
	



Mod’s assessment  
Mod’s assessment: Different companies have different preferences on the alternatives of AI model inputs. We can wait for more progress (e.g., spec impacts, evaluation results) and then discuss whether any down-selection is needed or not if needed. Let’s focus on the study on the potential spec impact of different alternatives in other sections.

	Company
	Comments

	
	

	
	



Output of BM-Case1 and BM-Case2
In previous RAN1 meeting(s), the agreement(s)/conclusion(s) are made as below:  
	RAN1#110

Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output




The related proposals/observations are copied as below: 
	FUTUREWEI[1]
	Observation 2: Model outputs are typically used internally and hence without standards impact. Therefore, unless there are standards impacts involved, model outputs don’t need to be explicitly specified in the standards.  
Proposal 5: Specify model outputs only when standards impact is involved while companies are encouraged to share their model output for AI/ML based beam management.

	Huawei[2]
	Observation 1: For the alternatives for AI/ML output for BM-Case 1 and BM-Case 2, 
· Alt.1 is straightforward and can achieve significant performance gain without other output information.
· Alt.2 (beam ID and other information) has too many sub-options and for its further study a down-selection within Alt.2 is necessary. 
· Alt.3 (beam angle and RSRP) can be seen as a further sub-option of Alt.2. Before studying output options of Alt.2, more details on their usage and their potential benefits are necessary.
Proposal 6: For BM-Case1 and BM-Case2, consider Alt.1 as the baseline for the assumption on the AI/ML model output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the Top-N predicted beams

	ZTE[3]
	Proposal 9: For BM-Case1 and BM-Case2, to reduce standardization workload and avoid privacy/proprietary disclosure issues, focusing the AI input and output on measured RSRP and/or beam ID.


	Ericsson[4]
	Proposal 4	Further define the FFS on AI/ML output after sufficient progress is made on studying the specification impact for AI/ML model inference aspects

	OPPO[7]
	Proposal 9: For the output of AI/ML model for BM-Case1 and BM-Case2, suggest to include at least 
•	Tx and/or Rx Beam ID(s)
•	The predicted L1-RSRP of the predicted Top-K DL Tx and/or Rx beams
•	Note: the above output should be extended for F time instances for BM-Case2

	Google[8]
	Proposal 3: For spatial domain beam prediction, support the best beam possibility for each beam in Set A as the output. 
Proposal 4: For spatial-domain beam prediction, the output for Alt3 can be the channel eigenvector used for network beam generation.
Proposal 5: For spatial-domain beam prediction, study to predict the “weak” beam to facilitate the MU-MIMO UE pairing.
Proposal 8: For time-domain beam prediction, support the best beam possibility for each beam in Set A as the output. 
Proposal 9: When AI/ML model is implemented in the NW side, the output for the AI/ML for time domain beam prediction with spec impact should be the reference angle for DL Rx beam refinement (Alt3).
Proposal 10: When AI/ML model is implemented in the UE side, the output for the AI/ML model for time domain beam prediction with spec impact should be the reference angle for DL Tx beam refinement (Alt3).

	Vivo[9]
	Proposal 9:	Support to prioritize following AI output for further study on specification impact:
	Tx and/or Rx Beam ID(s)/angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams.
	The N predicted Tx/Rx beams can be produced according to the expected beam information input to the AI model
	FFS: study global beam ID or local beam ID
	FFS: study global beam information, e.g. global beam ID or beam angle, with minimum exposures of implementation details
Proposal 10:	Suggest to deprioritize Alt.2, i.e. Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information, for further study specification impact.

	Xiaomi[11]
	Proposal 9: Support Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams as the AI/ML model output with high priority.

	IDC[12]
	Proposal 10: Support ‘Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams’ as a baseline.
Proposal 11: ‘Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information’ can be considered with LOS probability.
Proposal 12: Benefits from utilization of TX/Rx beam angles should be clarified.

	NEC[16]
	[bookmark: OLE_LINK102][bookmark: OLE_LINK186][bookmark: OLE_LINK33][bookmark: OLE_LINK101]Proposal 3: Support selecting Top-N1 DL Tx and/or Rx beams according to some pre-defined rules, e.g., a sum probability of being the best beam higher than a threshold, L1-RSRP higher than a threshold.

	Sony[18]
	Proposal 3	: In output of AI/ML, should clearly indicate the criterion associated with the predicted beam ID in BM-case1 and BM-case2, for example, sum probabilities of being the best beams higher than a threshold, maximum dwelling time, maximum RSRP, etc.

	Intel[19]
	Proposal 3:	For BM-Case1 and 2, Alt-1 (Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams) should be considered as the baseline use case, with potential specification impact on how beam IDs are mapped in the spatial domain.

	Lenovo[24]
	Proposal 3: 	Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams should be taken as the AI/ML model output at least for UE-side AI inference.
Proposal 4: 	When specifying the AI/ML model output, we should consider that it may be used for model monitoring.

	Samsung[25]
	Proposal 16: For AI/ML output for beam prediction, Alt 1 (e.g., Tx and/or Rx Beam ID(s)) is preferred.

	
	



Mod’s assessment 
Mod’s assessment: Based on the previous discussions of RAN1#110bis-e meeting, down-selection seems not achievable at the current stage. Thus, we will focus on the spec impact (if any) of AI model output in other section(s).
For the proposed types of “other information”, in previous meetings many companies thought “too little evaluation and description for these parameters” so that it was hard to make any discussion/decision. By reviewing all the submitted tdocs, moderator feels that there seems limited information for the proposed “other information”.  Thus, proponents of a given type of “other information” are encouraged to provide more inputs to convince other companies. Otherwise, there cannot be any progress. 

	Company
	Comments

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Misc
	FUTUREWEI[1]
	Proposal 7: Study Standards impact related to supporting model generalization across scenarios and/or configurations, for example, the impact of pre-/post-processing.

	OPPO[7]
	For BM-Case1 and BM-Case2, study enhancement on generalization of AI/ML model (if necessary) under heterogeneous scenarios and different Tx and/or Rx beam configurations.

	IDC[12]
	Observation 14: The current NR specification does not consider association between beams with different beam widths.
Observation 15: Utilizing association between beams with different beam widths can provide benefits for prediction accuracy e.g., robust estimation/identification of whole spatial characteristics with wide beams and accurate beam identification with narrow beams.
Proposal 17: Study benefits of specification enhancements on association between beams with different beam widths.

	ETRI[21]
	Proposal 5. For BM-Case2 with a UE-side AI/ML model, in the case that Set B is variable, the following aspects can be further studied for the AL/ML model re-training:
	Starting model for re-training
	Starting point of measurements to be used for re-training

	
	




	Company
	Comments

	
	

	
	




Summary of Discussion


Proposals for Monday online session

Conclusion 6.2 
Conclusion 6.2: Regarding the assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE speed/moving direction
· UE Rx beam shape/direction

(Clean version)
Conclusion 6.2: Regarding the assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction

Proposal 2.1-A

Proposal 2.1-A: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for the predicted beams for further study including the study of feasibility
· “Alt.2: DL Rx beam prediction” is deprioritized
· Note 1: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
· Alt.1: DL Tx beam prediction 
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam) 
· Note2: The feasibility and detailed signaling (if feasible) will be discussed for UE-side and NW-side AI/ML models, respectively


(Clean version)
Proposal 2.1-A: For the sub use case BM-Case1 and BM-Case2, 
· “Alt.2: DL Rx beam prediction” is deprioritized

Proposal 5.1.1

Proposal 5.1.1: Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered
 
(Clean version)

Proposal 5.1.1: Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Proposal 3.2.1

Proposal 3.2.1: Regarding the data collection mechanism for NW-side AI/ML model training at NW side, study the following options as a starting point
· Opt.1: UE reports M1 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set A, Set A+B,Set B), where M1 can be larger than 4
· FFS: the range of M1
· Opt.2: UE reports M2 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set B), reports M3 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to another beam set (e.g., Set A), where M2 (M2>0) and M3 can be larger than 4
· FFS: the range of M2, M3
· Opt.3: UE reports M4 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set B), reports M5 beam (pair) indicators based on the measurement corresponding to another beam set (e.g., Set A), where M4 can be larger than 4
· FFS: the range of M4, M5
· Other option(s) is not precluded
· Note1: From UE perspective, the measurement and reporting related to one beam set may be separate from/transparent to the operations related to another beam set  
· Note2: Data collection for model training may be implemented by gNB in a transparent way
· Note3: Potential down-selection/prioritization will be discussed later
· Note4: Overhead, UE complexity and power consumption should be considered for the above options


(clean version)
Proposal 3.2.1: Regarding the data collection mechanism for NW-side AI/ML model training at NW side, study the following options as a starting point
· Opt.1: UE reports M1 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set A, Set A+B,Set B), where M1 can be larger than 4
· FFS: the range of M1
· Opt.2: UE reports M2 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set B), reports M3 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to another beam set (e.g., Set A), where M2 (M2>0) and M3 can be larger than 4
· FFS: the range of M2, M3
· Opt.3: UE reports M4 L1-RSRPs optionally with beam (pair) indicators based on the measurement corresponding to a beam set (e.g., Set B), reports M5 beam (pair) indicators based on the measurement corresponding to another beam set (e.g., Set A), where M4 can be larger than 4
· FFS: the range of M4, M5
· Other option(s) is not precluded
· Note1: From UE perspective, the measurement and reporting related to one beam set may be separate from/transparent to the operations related to another beam set  
· Note2: Data collection for model training may be implemented by gNB in a transparent way
· Note3: Potential down-selection/prioritization will be discussed later
· Note4: Overhead, UE complexity and power consumption should be considered for the above options

Tuesday offline discussion

Proposal 3.2.2: Regarding the training data collection mechanism for NW-side AI/ML model training trained at NW side, study necessity and potential specification impact (if necessary) from the following additional aspects 
· Signaling type Mechanism of the reporting, e.g., RRC signaling, L1 signaling, user plane, control plane
· Information of timestamp corresponding to the reported data samples, e.g., timestamps, [UE speed], SNR, etc.
· Signaling and/or condition(s) to trigger/stop data logging (including buffering) and/or reporting
· Signaling and/or condition(s) for trigger/stop reporting
· Quantization of the measurement results (e.g., L1-RSRP)
· Reporting overhead reduction
· Note: non-3GPP based may also be possible solution


Proposal 4.2.2: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following additional aspects (including the necessity) to facilitate AI model inference:
· Quantization of L1-RSRP measurement results
· The default quantization scheme is NR existing quantization for L1-RSRP reporting if no consensus can be achieved on any other quantization scheme(s)
· Beam indication of the unmeasured Tx beam(s) (or unmeasured beam pair(s)) from network to UE
· Note: This may or may not have specification impact (e.g., legacy mechanism may be reused).
· Beam indication of multiple future time instances for BM-Case2
· Report of temporal variance of L1-RSRP/L1-SINR measurements for beams 
· Note: at least the performance and spec impacts should be considered

Proposal 4.3.2: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered


Tuesday online discussion

Conclusion 6.2: Regarding the assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE speed/moving direction
· UE Rx beam shape/direction


Proposal 5.3.1: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.1 (UE-side model monitoring), study the following aspects as a starting point including the study of necessity: 
· Request from UE to gNB for performance monitoring
· Signaling from gNB to UE for performance monitoring (e.g., dedicated RS configuration for measurement)
· Whether/how UE will report the decision to NW
· FFS: whether/how gNB grants the execution to UE
· Other aspect(s) is not precluded
· Note: At least performance should be considered


Proposal 5.3.2: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.2 (NW-side model monitoring), study the following aspects as a starting point including the study of necessity: 
· Signaling from gNB to UE for the corresponding measurement (e.g., dedicated RS configuration for measurement)
· What i Information needed for UE reporting to NW to calculate the performance metric
· Other aspect(s) is not precluded
· Note: At least the performance and reporting overhead should be considered



Proposal 5.3.3: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.3 (Hybrid model monitoring), study the following aspects as a starting point including the study of necessity: 
· Signaling from gNB to UE for performance monitoring (e.g., dedicated RS configuration for measurement)
· The contents of UE reporting and the UE reporting mechanism to NW
· Other aspect(s) is not precluded
· Note: At least the performance and reporting overhead should be considered

[bookmark: _GoBack]


Proposal 3.2.2: Regarding the training data collection mechanism for NW-side AI/ML model training trained at NW side, study necessity and beam-management-specific potential specification impact (if necessary) from the following additional aspects 
· Signaling type Mechanism of the reporting, e.g., RRC signaling, L1 signaling, user plane, control plane
· Information of timestamp corresponding to the reported data samples, e.g., timestamps, [UE speed], SNR, etc.
· Signaling and/or condition(s) to trigger/stop data logging (including buffering) and/or reporting
· Signaling and/or condition(s) for trigger/stop reporting
· Quantization of the measurement results (e.g., L1-RSRP)
· Reporting overhead reduction
· Note: non-3GPP based solution is a separate issue. 
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Appendix B: Agreements

RAN1#112


RAN1#111
Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
· Signaling, e.g., RRC-based, L1-based.
· Note: Performance and UE complexity, power consumption should be considered.


RAN1#110bis-e
Conclusion 
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2
Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2

Conclusion 
For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model

Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information


Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

RAN1#110
Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded
Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.

Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact

Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.
Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded

Agreement
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded
Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output
RAN1#109-e
Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range

Agreement
Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:
· The value of K is up to companies

Agreement 
Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies

Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

Conclusion
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
· FFS: the number of beams in Set A and B
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: the number of beams in Set A and B
· FFS: QCL relation between beams in Set A and beams in Set B
· FFS: construction of Set B (e.g., regular pre-defined codebook, codebook other than regular pre-defined one)
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.

Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact

Conclusion
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


