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1 Introduction
[bookmark: _Hlk111120272]In RAN#111, the following agreements, conclusions, and working assumptions were adopted regarding CSI feedback enhancement.  For general CSI enhancement evaluation, the following items apply:
Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.

Working Assumption
For the AI/ML based CSI prediction sub use case, the following initial template is considered for companies to report the evaluation results of AI/ML-based CSI prediction for the case without generalization/scalability verification.

	
	
	Source 1
	…

	AI/ML model description
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	
	Input type
	
	

	
	Output type
	
	

	Assumption
	UE speed
	
	

	
	CSI feedback periodicity
	
	

	
	Observation window (number/distance)
	
	

	
	Prediction window (number/distance)
	
	

	
	Whether/how to adopt spatial consistency
	
	

	Dataset size
	Train/k
	
	

	
	Test/k
	
	

	Benchmark 1
	
	

	Intermediate KPI #1 of Benchmark 1
	
	
	

	Gain for intermediate KPI#1 over Benchmark 1
	
	
	

	Intermediate KPI #2 of Benchmark 1
	
	
	

	Gain for intermediate KPI#2 over Benchmark 1
	
	
	

	Gain for eventual KPI (Benchmark 1)
	Mean UPT
	
	

	
	5% UPT
	
	



Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.

2  CSI Prediction
Channel State Information (CSI) is a mechanism that a UE measure various radio channel quality and report to the base station. Due to time varying nature of channel and delays in computation, the channel varies between when it is learned at the base station and when it is used. This results in aging of channel. Thus CSI prediction can be performed and the main goal of it is to achieve a good prediction range into the future with minimal prediction error.

In this section, we discuss the evaluation methodology for AI based CSI prediction in time domain , including type of model and preliminary simulation results.

2.1 Evaluation Methodology

The AI-based CSI prediction is considered a regression problem where a range of output values is predicted. The model uses historical CSI data to forecast future CSI values within a prediction window. The input to the model is the historical CSI data, and the output is the predicted future CSI data. The CSI signals are assumed to have a time interval of 5ms and cover the entire RB.

For the prediction sub-use case, a time-series model was created based on a SISO-OFDM channel. The input to the model consisted of down link channel estimates up to a certain time instant. The model was used to make single-step predictions with varying input lengths, and the impact of different observation window sizes on the accuracy of the predictions was analyzed.

2.2 Simulation Parameters 

In this section, we provide some simulation parameters for the task. The data is generated using Broadband Wireless Simulator(BWSim), and channel is modeled based on TR 38.901 for UMa scenario. 
Table-1:  System Level Simulation Assumptions
	Paramter
	Value

	Channel model
	According to TR 38.901

	Scenario
	UMa (7 macrocell sites and 3 sectors per site)

	Carrier frequency
	4Ghz

	Subcarrier spacing 
	15Khz
14 OFDM symbol slot

	UE Speeds
	3 kmph , 30 kmph

	CSI Periodicity
	5ms

	Antenna configuration [Mg Ng M N P]
	[1 1 1 1 1]



The parameters of the AI/ML model has also been presented. 100K samples of data were considered  which is split in the ratio 90-10 for training and validation. Adam optimizer was used and NMSE was taken as loss function.

Table-2 : Neural Network model parameters
	Parameter
	Value

	Batch Size
	256

	Number of epochs
	50

	Optimizer
	Adam

	Learning rate
	0.0001

	Training / validation split
	90% /10%

	Algorithm
	RNN / LSTM 

	Loss Function 
	Normalised Mean Squared Error

	Metric
	Absolute Difference

	Input
	Estimated downlink channel H, upto kth time instances 

	Number of parameters
	1.64M






2.2 Preliminary results

Real and imaginary parts of the channel coefficient's were taken separately for prediction.  Data was pre-processed before training the model. Currently, single step prediction was performed and multi-step forecasting is currently in progress.    
[image: ]Fig 1: CDF of the NMSE with channel prediction 5 ms ahead for a UE velocity of 3kmph (Pedestrain)
[image: ]Fig 2: CDF of the NMSE with channel prediction 5 ms ahead for a UE velocity of 30kmph



3. Conclusion:

Observation 1: For CSI prediction, the number of past observations are vital for prediction accuracy.  The result shows that with more number of past instances the prediction seems to perform better.

Observation 2: For CSI prediction, the user mobility and  coherence time are important factors for AI/ML model’s prediction accuracy. 
Observation 3: For CSI prediction, the AI/ML model trained on a certain speed may not be generalized to other speeds.
Observation 4: When the coherence time is less than the CSI-RS periodicity, the CSI prediction performance will degrade rapidly.
Observation 5: For AI/ML-based CSI prediction, an LSTM-based AI/ML model can be applied   	     for training.

Proposal 1: The solution to improve the generalization capability of AI model across different configurations/ scenarios could be further studied.
Proposal 2: Time domain based prediction can be considered as  the data will be obtained for slot basis in real time scenario.
Proposal 3: To study the trade-off between observation length and prediction length for different configurations.
Proposal 4: To  study the input and output types of the AI/ML based CSI prediction model.
Proposal 5: The generalization of AI/ML -based CSI prediction across various UE speeds should be studied.
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