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1 Introduction
In RAN1 #111 [1], the following agreements on evaluation of AI/ML based positioning have been reached.
	Agreement
Study how AI/ML positioning accuracy is affected by: user density/size of the training dataset.
Note: details of user density/size of training dataset to be reported in the evaluation.

Agreement
For reporting the model input dimension NTRP * Nport * Nt of CIR and PDP, Nt refers to the first Nt consecutive time domain samples.
· If N’t (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒ N’t) time domain samples set to zero, then companies report value N’t in addition to Nt. It is also assumed that timing info for the N’t samples need to be provided as model input.

Agreement
For reporting the model input dimension NTRP * Nport * Nt:
· If the model input is CIR, then each input value of CIR is a complex number, i.e. it contains two real values, either {real, imaginary} or {magnitude, phase}.
· If the model input is PDP, then each input value of PDP is a real value.

Agreement
At least for model inference of AI/ML assisted positioning, evaluate and report the AI/ML model output, including (a) the type of information (e.g., ToA, RSTD, AoD, AoA, LOS/NLOS indicator) to use as model output, (b) soft information vs hard information, (c) whether the model output can reuse existing measurement report (e.g., NRPPa, LPP). 

Agreement
For AI/ML assisted positioning, evaluate the three constructions:
· Single-TRP, same model for N TRPs
· Single-TRP, N models for N TRPs
· Multi-TRP (i.e., one model for N TRPs)
Note: Individual company may evaluate one or more of the three constructions.

Agreement
For AI/ML assisted approach, study the performance of model monitoring metrics at least where the metrics are obtained from inference accuracy of model output.

Agreement
For both direct and AI/ML assisted positioning methods, investigate at least the impact of the amount of fine-tuning data on the positioning accuracy of the fine-tuned model.
· The fine-tuning data is the training dataset from the target deployment scenario.

Agreement
For the RAN1 #110bis agreement on the calculation of model complexity, the FFS are resolved with the following update:
	
	Model complexity to support N TRPs

	Single-TRP, same model for N TRPs
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where 
[image: ][image: ] is the model complexity for one TRP and the same model is used for N TRPs.


	Single-TRP, N models for N TRPs
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Where [image: ][image: ] is the model complexity for the i-th AI/ML model.



Note: The reported model complexity above is intended for inference and may not be directly applicable to complexity of other LCM aspects.

Observation
Direct AI/ML positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods when the generalization aspects are not considered.
· For InF-DH with clutter parameter setting {60%, 6m, 2m}, evaluation results submitted to RAN1#111 indicate that the direct AI/ML positioning can achieve horizontal positioning accuracy of <1m at CDF=90%, as compared to >15m for conventional positioning method. 

Agreement
For AI/ML based positioning, company optionally evaluate the impact of at least the following issues related to measurements on the positioning accuracy of the AI/ML model. The simulation assumptions reflecting these issues are up to companies.
· SNR mismatch (i.e., SNR when training data are collected is different from SNR when model inference is performed).
· Time varying changes (e.g., mobility of clutter objects in the environment)
· Channel estimation error

Conclusion
Companies describe how their computational complexity values are obtained. 
· It is out of 3GPP scope to consider computational complexity values that have platform-dependency and/or use implementation (hardware and software) optimization solutions.

Observation
AI/ML assisted positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods when the generalization aspects are not considered.
· For InF-DH with clutter parameter setting {40%, 2m, 2m}, evaluation results submitted to RAN1#111 indicate that the AI/ML assisted positioning can achieve horizontal positioning accuracy of <0.4m at CDF=90%, as compared to >9m for conventional positioning method. 
· For InF-DH with clutter parameter setting {60%, 6m, 2m}, evaluation results submitted to RAN1#111 indicate that the AI/ML assisted positioning can achieve horizontal positioning accuracy of <1m at CDF=90%, as compared to >15m for conventional positioning method. 

Note: how to capture the observation(s) into TR is separate discussion.

Agreement
· For AI/ML assisted approach, for a given AI/ML model design (e.g., input, output, single-TRP vs multi-TRP), identify the generalization aspects where model fine-tuning/mixed training dataset/model switching  is necessary.




2 Discussion
In this contribution, we provide a discussion on evaluation of AI/ML based positioning for Rel 18. Specifically, this contribution focusses on prior agreements [1, 2, 3] related to SNR mismatch, model switching and channel estimation errors. 

Proposal 1: A study should determine the set of SNRs in which a trained AI/ML model is expected to operate.
The study should perform simulations to identify the limits of SNR (particularly, the lower limit) beyond which positioning accuracy performance resulting from a trained model becomes unacceptable. The study should test trained models using Channel Impulse Responses (CIR) obtained at SNRs outside the training set and these SNRs must be reported as part of simulation parameters. 

Proposal 2: A study on model switching and criteria for model switching should be considered.

We envision two scenarios in which an AI/ML model could be trained and tested. 

Scenario 1: A single AI/ML model is trained to estimate the position irrespective of the SNR of the model input (CIR)
Scenario 2: Multiple models are trained, each using CIRs corresponding to a smaller subset of SNRs

In scenario 2, the study should determine how the SNR subsets are calculated. 

In the case of multiple trained models, we believe that SNR is one criterion based on which the NW could switch between models. Another criterion could be channel scenario, i.e., different models for InF vs UMa etc. We also do not preclude other criteria.

Proposal 3: Determine and report the set of SNRs and the number of data instances of each SNR contained in the training dataset.

The training datasets could be constructed in one of two ways. 

Option 1: The training dataset contains signals of a single SNR value which is deemed to be representative of a wider set of SNRs. The trained model is then tested on data of all SNRs in the set. 

Option 2: The training dataset contains signals of all SNRs in a given set. The trained model is then tested on data of all SNRs in the set.

In option 2, simulation experiments should determine the optimum ratio of number of data instances of each SNR in the training dataset.

Proposal 4: Study the inclusion of SNR as model input along with Channel Impulse Response (CIR).

The inclusion of SNR along with the CIR could enable the model to learn the relationship between CIR estimation error (due to high or low SNR) and the positioning accuracy. 

Proposal 5: Study of perfect CIR baselines to determine the impact of channel estimation error on AI/ML Positioning Accuracy Performance.

Simulation results could offer comparisons with a perfect CIR baseline. 

3 Conclusion
In this contribution, we provided a discussion on the evaluation of AI/ML based positioning in Rel 15. The discussion has resulted in the following proposals.  
Proposal 1: A study should determine the set of SNRs in which a trained AI/ML model is expected to operate. Proposal 2: A study on model switching and criteria for model switching should be considered.
Proposal 3: Determine and report the set of SNRs and the number of data instances of each SNR contained in the training dataset.
Proposal 4: Study the inclusion of SNR as model input along with Channel Impulse Response (CIR).
Proposal 5: Study of perfect CIR baselines to determine the impact of channel estimation error on AI/ML Positioning Accuracy Performance.
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