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1. [bookmark: _Ref4683067] Introduction 
A new Study Item (SI) to study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface had been approved in RAN Plenary RP#94 meeting [1]. AI/ML-based Beam management has been identified as one of the three use cases for investigation and evaluation. It is also mentioned to identify the potential specification impact required to enable AI/ML techniques for the air-interface. In RAN1 109e the SI on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface has been initiated. The SI includes “Other aspects on AI/ML for beam management” under the agenda 9.3.2.2. Over the last RAN1 meeting, i.e., RAN1 109e, the study identified “AI/ML for Beam Management in Spatial Domain” and “AI/ML for Beam Management in Temporal Domain” as the basic use-cases and made some agreements on this aspect. As mentioned in RAN1 109e, the spatial domain and temporal domain beam predictions are defined as:
•	Spatial-domain beam prediction for Set A of beams based on measurement results of Set B of beams.
•	Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams.
In this contribution we discuss the way forward considering the sub use-cases for beam management (BM) and the potential specification impacts.

2. Discussion
In RAN1#111, the following agreements are made for BM Case-1 and BM Case-2. 
	Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
·  UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considere



In this contribution, we further discuss the remaining issues that are left during the RAN1#111 offline discussion and some further details of BM Case-1 and BM Case-2. 
2.1. Sub-use case of BM Case-1 and BM Case-2
Based on the discussions of RAN1#111, a proposal regarding the type of beams is left for further discussion. 
	Proposal: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for the predicted beams for further study
Note: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
[bookmark: _Hlk126676532]          Alt.1: DL Tx beam prediction 
          Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam) 



There are two alternatives that are proposed for further study, DL Tx beam prediction (Alt.1) and Beam pair prediction (Alt.3). We agree to further study DL Tx beam prediction as the problem formulation is clear. For example, the model input and output can be clearly defined. However, for Beam pair prediction, the output may consist of a DL Tx beam and a corresponding DL Rx beam. Although the DL Tx beam part of the beam pair output can be explicitly determined as gNB and its antenna are fixed and facing the same direction, the DL Rx beam part is hard to define. UE and its antenna are frequently changing their orientation across time. Thus, the Rx beam ID and beam angle to gNB are no longer a one-to-one mapping, which makes the potential number of different Rx beams arbitrarily large. Even by assuming the AI/ML model can predict the best Rx beam angle to gNB, UE needs to frequently track its orientation so that it can derive the corresponding Rx beam to use, which tremendously increases the UE side implementation complexity. Based on the above discussion, we have the following proposal, 
Proposal 1: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 (i.e., DL Tx beam prediction) and deprioritize Alt.3 for the predicted beams for further study.
2.2. The use of additional information
For NW-side model, the feasibility of using UE position and moving-related information needs to be studied. UE position should be considered as privacy information and thus cannot be shared with NW-side for AI/ML beam management. However, whether UE’s moving-related information, for example UE speed, is privacy information or not has not been determined. As there are companies’ Tdoc [1] show that the AI/ML model’s generalization performance is sensitive to UE speed, by sharing such UE moving-related information to NW, even when shared with low precision, it helps NW to choose the appropriate AI/ML model for inference. Therefore, we propose the following,
Proposal 2: For assistance information related to UE position/moving-related information for NW-side AI/ML model, 
· Separate the discussion of UE position and moving-related information (e.g., UE speed)
· RAN1 has no consensus on using UE position as assistance information for NW-side AI/ML model 
· Study the feasibility and how (if feasible) a mechanism not disclosing the privacy information of UE’s moving-related information as assistance information for NW-side AI/ML model.
2.3. Data collection 
2.3.1. Dataset requirement
In RAN1#111, we have the following proposal remained for discussion:
	Proposal: For BM-Case1 and BM-Case2, study beam management specific requirement(s)/potential specification impacts of data collection for AI/ML model training from the following aspects 
· Requirements of the data set for BM-related AI model training (e.g., numbers of training data samples)
· Mechanism to configure/trigger the corresponding measurement (e.g., measurement occasion, enhanced RS, …)
· Mechanism to configure/trigger data collection/logging (e.g., data collection/logging window) for network-side model



In this section, we study the requirement of the dataset for BM-Case 1. We use the same AI/ML model and dataset for BM-Case 1 as described in our evaluation Tdoc for RAN1#112 [2]. Figure 1 shows the experiment of evaluating the corresponding Top-1 accuracy and RSRP difference under different number of samples in the training dataset. The original number of samples in the training dataset is 70K. For each evaluated training dataset sizes, we randomly choose the corresponding number of samples from the original training dataset. The number of samples in the testing dataset is fixed to 35K. Three kinds of Set B designs are evaluated in this experiment, Set B size = 4, 8, 16, respectively, while Set A size = 32.
From Figure 1, we can observe that the performance of the AI/ML model drops when training with a smaller number of samples. However, when Set B size = 4 or 16, the performance drop is not obvious compared to Set B size = 8.  The Top-1 accuracy reduces < 10% when the dataset size reduces by 1/3 from 60K to 20K samples for Set B size = 4 and 16. However, by reducing the same amount of training samples, the Top-1 accuracy of Set B size = 8 reduces around 20%. Therefore, we believe the design of Set B will impact the dataset requirement.
Observation 1: Model performance drops with the decreased size of the dataset. However, for Set B size = 4 and 16, the Top-1 accuracy drops < 10% when the dataset size reduces from 60K to 20K samples.
Observation 2: For Set B size = 8, the Top-1 accuracy drops by 20% when the dataset size reduces from 20K to 60K.
Proposal 3: Consider different dataset requirements for different Set B designs (e.g., Set B sizes, Set B selections).
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	[bookmark: _Ref127435868]Figure 1: Model training and testing at different size of dataset with (a) Top-1 accuracy and (b) RSRP difference performance comparison



2.3.2. Data collection for AI/ML model training at NW side
In RAN1#111, we have the following proposal remained for discussion for data collection mechanism for AI/ML model training at NW side:
	Proposal: Regarding the data collection mechanism for AI/ML model training at NW side, study the following options as a starting point.
· Opt.1: UE measures the beams of Set A and report M1 L1-RSRPs optionally with the corresponding RS indicators, where M1 can be larger than 4
· FFS: the range of M1
· Opt.2: UE measures the beams of Set B and report M2 L1-RSRPs optionally with the corresponding RS indicators, where M2 can be larger than 4, measures the beams of Set A and report M3 L1-RSRPs optionally with the corresponding RS indicator, where M3 can be larger than 4,0
· FFS: the range of M2, M3
· Note1: the measurement and reporting related to Set A may be separate from/transparent to the operations related to Set B 
· Opt.3: UE measures the beams of Set B and report M4 L1-RSRPs optionally with the corresponding RS indicator, where M4 can be larger than 4, measures the beams of Set A and report M5 RS indicator s corresponding to the best beam(s)
· FFS: the range of M4, M5
· Note2: the measurement and reporting related to Set A may be separate from/transparent to the operations related to Set B 
· Other option(s) is not precluded
· Note3: Data collection for model training may be implemented by gNB in a transparent way
· Note4: Potential down-selection/prioritization will be discussed later
· Note5: UE complexity and power consumption should be considered for the above options



We think Option1 is a subset of Option2. For NW-side AI/ML model training, it is necessary that UE measures L1-RSRP of Set B of beams and reports them to NW as AI/ML model input. With that being said, it is strange that Option1 doesn’t mention any Set B measurement and report, which makes Option1 only applicable to the case when Set B is a subset of Set A. On the contrary, Option2 can cover both cases on whether Set B is a subset of Set A or not. For the case when Set B is not a subset of Set A, the value of M2 and M3 can be discussed differently. On the contrary, when Set B is a subset of Set A, the reported M3 values should exclude any beams in Set B, as they are already included in M2 values. 
Depends on different AI/ML models, different Options can be used. AI/ML model training requires just the input samples and the label, if the AI/ML model’s output is DL Tx beam ID, the input samples are the L1-RSRP measurement of Set B, and the label is the best beam ID (can be Top-1 or Top-K) among Set A of beams. Thus, we failed to see the needs of using Option2 in this case which asks UE to report the L1-RSRP values of Set A to the network. Instead, Option3 can be used and thus saves reporting overhead. On the other hand, if the AI/ML model’s output is the predicted L1-RSRP of the beams in Set A, Option2 is required due to the reason that the label for model training is L1-RSRP of beams in Set A. 
Based on the above discussion, we prefer to deprioritize Option1 in the above proposal and propose the following.
Proposal 4: Regarding the data collection mechanism for AI/ML model training at NW side, study the following options as a starting point.
· Opt.1: UE measures the beams of Set B and report M1 L1-RSRPs optionally with the corresponding RS indicators, where M1 can be larger than 4, measures the beams of Set A and report 2 L1-RSRPs optionally with the corresponding RS indicator, where M2 can be larger than 4,0
· FFS: the range of M1, M2
· Note1: the measurement and reporting related to Set A may be separate from/transparent to the operations related to Set B 
· Opt.2: UE measures the beams of Set B and report M3 L1-RSRPs optionally with the corresponding RS indicator, where M3 can be larger than 4, measures the beams of Set A and report M4 RS indicator s corresponding to the best beam(s)
· FFS: the range of M3, M4
· Opt.1 and Opt.2 may be used for different AI/ML model designs

[bookmark: _Hlk127449770]In the following discussion, we will study the requirement of each data sample for data collection for NW-side AI/ML models. As discussed above, NW-side AI/ML model requires UE to report the measured L1-RSRP values or beam ID for training. However, the quality of the reported values has not been discussed yet. Currently, we use Floating point 32 bits (FP32) to save the L1-RSRP values for dataset generation and AI/ML model training. Therefore, if UE reports L1-RSRPs to the network by using FP32 format, the training and testing performance will not be impacted. However, the corresponding reporting overhead will be prohibitively huge. For example, it takes 128 bits for UE to report L1-RSRP for 4 beams. On the contrary, Figure 2 shows the method used to quantize L1-RSRP report in the current specification [3]. When UE reports L1-RSRP for 4 beams, UE maps the maximum L1-RSRP in dBm to Table 10.1.6.1-1 in [4] (Figure 2a), which maps a sequence of dBm levels by 7 bits (i.e., 128 values). For the rest of the L1-RSRP values, UE maps their difference to the maximum L1-RSRP values (in dB) by Table 10.1.6.1-2 in [4] (Figure 2b), which maps differential dB levels (every two dB) by 4 bits (i.e., 16 values). As a result, it takes 19 bits for UE to report L1-RSRP for 4 beams. However, it is expected that the model training and testing performance by using this method will be worse than FP32. In the following experiment, we evaluate the potential performance impacts. In addition to FP32 and the current specification, we evaluate the performance with other quantized methods, FP16 and two uniform quantization methods, 
· uniform quantization (log scale):
· UE calculates the differential dB levels of each RSRP values of a beam report to the maximum RSRP value in this report
· Each differential dB value is quantized by uniform quantizing the value between -55 to 0 by a given number of bits (e.g., N)
· -55 dB is the maximum differential dB value that we have observed in our dataset
· uniform quantization (linear scale): 
· UE normalizes linear RSRP values of a beam report by the maximum RSRP value in this report
· Each normalized RSRP value is quantized by uniform quantizing the value between 0 to 1 by a given number of bits (e.g., N)
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	[bookmark: _Ref127449450]Figure 2: The current specification on the beam L1-RSRP report mapping between the RSRP dBm and reported values





Similarly, we use the same AI/ML model and dataset for BM-Case 1 as described in our evaluation Tdoc for RAN1#112 [2]. Three kinds of Set B designs are evaluated in this experiment, Set B size = 4, 8, 16, respectively, while Set A size = 32. Figure 3 shows the Top-1 accuracy and RSRP difference by model trained and tested with samples quantized with different methods when Set B size = 4. The red dot is the performance of the current specification and the purple ‘+’ markers show the performance of FP16 and FP32. The blue and green curves show the performance of using uniform quantization (linear scale) and uniform quantization (log scale), respectively. First, we have observed that by using FP16 to quantize has no difference than FP32 in terms of the trained model’s performance. Also, by using uniform quantization in log scale, using 4 bits per beam RSRP can achieve the same Top-1 accuracy as the current spec, which uses ~5 bits (19/4) per beam RSRP in average. On the other hand, Figure 4 shows the corresponding performance when Set B size = 8. In this result, the performance by using the current spec is almost the same as using the other two uniform quantization methods under the same number of bits per beam report. However, if we want to improve the predicting accuracy, we need to increase the number of bits for quantization. If we increase twice of the number of bits (i.e., 8 bits/beam), the Top-1 accuracy can improve by 10%. Finally, Figure 5 demonstrates the corresponding performance when Set B size = 16. By using uniform quantization in log scale, using 3 bits per beam RSRP can achieve better Top-1 accuracy than the current spec, which uses 4 bits per beam RSRP, and reach similar accuracy performance of using FP16/FP32. Therefore, it is interesting to study the tradeoff between the reporting overhead (i.e., quantized bits) and the model’s performance. Also, a new quantization method might be required if we want to improve the model performance to the same level as FP32 trained model while keeping the reporting overhead as low as the current spec. 
Another interesting effect that we have observed from these three figures is that in Figure 3 and Figure 4 when Set size = 4 or 8, uniformly quantizing RSRP in log scale performs better than uniformly quantizing RSRP by linear scale. However, in Figure 5 when Set B size = 16, uniformly quantizing RSRP by linear scale is better than log scale. Therefore, we believe for different Set B designs, the optimal method to quantize the samples for UE reporting should be different. 
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	[bookmark: _Ref110957538][bookmark: _Ref127453224]Figure 3: Model training and testing with difference methods quantized samples with (a) Top-1 Accuracy and (b) L1-RSRP difference performance when Set B size = 4
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	[bookmark: _Ref127454644]Figure 4: Model training and testing with difference methods quantized samples with (a) Top-1 Accuracy and (b) L1-RSRP difference performance when Set B size = 8
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	[bookmark: _Ref127455025]Figure 5: Model training and testing with difference methods quantized samples with (a) Top-1 Accuracy and (b) L1-RSRP difference performance when Set B size = 16


Observation 3: The model trained and tested by FP16 quantized data samples is the same as the model trained and tested by FP32 quantized data samples.
Observation 4: For Set B size = 4, by using uniform quantization in log scale, using 4 bits per beam RSRP can achieve the same Top-1 accuracy as the current spec, which uses ~5 bits (19/4) per beam RSRP in average.
Observation 5: For Set B size = 8, using the current spec is almost the same as using the other two uniform quantization methods under the same number of bits per beam report. However, the corresponding model performance is 10% less than a model trained with FP16 samples or with 8 bits uniform quantized samples. 
Observation 6: For Set B size = 16, by using uniform quantization in log scale, 3 bits per beam RSRP can achieve better Top-1 accuracy than the current spec, which uses 4 bits per beam RSRP, and reach similar accuracy performance of using FP16/FP32. 
Observation 7: If the total number of bits in one beam reporting is limited to 32, Set B size = 16 (2 bits per L1-RSRP) achieves better Top-1 and L1-RSRP difference performance than Set B size = 8 (4 bits per L1-RSRP) and Set B size = 4 (8 bits per L1-RSRP).
Observation 8: For Set B size = 4 and 8, uniformly quantizing RSRP by dBm values performs better than uniformly quantizing RSRP by linear values, under the condition that model input is linear RSRP values. However, for Set B size = 16, uniformly quantizing RSRP by linear values is better than dBm values.
Proposal 5: At least for BM Case-1, FP16 data format is sufficient for collecting a high precision dataset for NW-side AI/ML BM model training and testing.
Proposal 6: For NW-side model, study the spec impact of using lower precision quantization method for beam RSRP report. For example, the impact to power control by using lower precision quantization methods for RSRP reporting.
Proposal 7: Study the tradeoff between reporting overhead and model performance
Proposal 8: Consider the feasibility of using different quantizing methods, including different bits used for quantization and quantized quantity (linear or dBm), for different Set B designs.
2.4. Model inference
2.4.1. L1 reporting enhancement
In RAN1#111, we have the following agreement for NW-side model,
	Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered



The beam RSRP report mapping method in the current specification, as shown in Figure 2, can be easily expanded and used for higher number of beams (>4). However, in the previous section, we have shown that for Set B size = 8 or 16, its precision and the resulting model performance might not be optimal. Moreover, different Set B designs will have different sensitivity to the beam RSRP report’s precision. We have shown the possibility and benefit of using different reporting quantization methods for L1-RSRP report for different Set B designs. To study the impact of using different beam report quantization methods during model inference, we evaluate the condition when the AI/ML model is trained and tested with samples that are quantized with different methods.  Figure 6 shows the Top-1 Accuracy and L1-RSRP difference performance of a model trained and tested by either same or different quantization methods. The solid lines are the model trained with FP32 data while tested with data quantized by different methods. In this experiment, the quantization method used is uniform quantization (linear) with various number of bits. The dash lines are the models trained and tested with samples from the same uniform quantization (linear) methods. We have observed that model trained with FP32 samples but conducting inference with another quantization method samples will perform worse than the model trained with samples from the same quantization method that is used for inference. Moreover, the performance drops significantly when UE is reporting beam RSRP with smaller number of bits. Therefore, the UE and the network should align the quantization method that is being used for both model training and inference. 
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	[bookmark: _Ref127200088]Figure 6: (a) Top-1 Accuracy and (b) L1-RSRP difference performance of models trained with FP32 and testing by same or different quantization methods



Observation 9: Model trained and tested with the same quantization methods performs better than model trained with higher precision quantization methods but tested with lower precision quantization methods.
Proposal 9: At least for BM Case-1 NW-side model, NW should indicate UE which quantization method to use for beam report, based on the quantization method that is used to train its model.
2.5. Model monitoring
In RAN1#111, we have the following two agreements made for model monitoring,
	Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
·  UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered\
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation




Also, we have the following two proposals remained for discussion,
	Proposal: Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives as a starting point:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR
· FFS: Alt.3: Performance metric based on input/output data distribution of AI/ML 
· FFS: Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Proposal: For AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives for the benchmark/reference for performance comparison as a starting point:
· [bookmark: _Hlk127489395] Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams of Set A)
· FFS: Alt.2: The best beam(s) among those used for AI/ML model inputs (e.g., Beams of Set B)
· FFS: Alt.3: The beam corresponding to some indicated TCI state(s) 
· Other alternatives are not precluded
· Note: the performance and spec impacts should be considered




2.5.1. [bookmark: _Ref127516701]Performance metric
We agree that Alt.1 (Beam prediction accuracy related KPIs) can be the most straightforward performance metric(s) of AI/ML model monitoring. However, to derive the prediction accuracy, e.g. Top-K/1 beam prediction accuracy, UE needs to measure all the beams in Set A to get the ground truth Top-K beam. This will increase the measurement overhead and if the model is monitored frequently, the overall UE measurement overhead will be the same as non-AI scheme. Alt.2 (Link quality related KPIs) might provide an indirect way to monitor the model performance. However, it is still unclear how to define a good “Link quality”. For example, what should be the enough throughput/L1-RSRP that we can determine an AI/ML model is performing well? Therefore, we support to include both Alt.3 (Performance metric based on input/output data distribution of AI/ML) and Alt.4 (The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP) for further study for their potential to provide an indirect way to monitor the model performance with low measuring and reporting overhead. 
For Alt.4, we have shown in Section 2.4.1.3 of our RAN1#112 evaluation Tdoc [2] that an AI/ML model can perform well on predicting the beam RSRP. In this evaluation, we have defined a new KPI to evaluate the model’s capability to predict the beam RSRP,
· Predicted L1-RSRP difference
· the L1-RSRP difference between the predicted L1-RSRPs of Top-K predicted beams and the ideal L1-RSRPs of Top-K predicted beams
We have shown that the Predicted L1-RSRP difference has the same trend as L1-RSRP difference (the agreed KPI) when evaluating the studied AI/ML model. Thus, we believe that Alt.4 (The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP) can be a promising candidate as a performance metric for model monitoring.
Some may argue that the difference between the actual RSRP and predicted RSRP may not be meaningful due to the reason that larger difference does not necessarily mean the model mis-predicts the beam RSRP. That is, if the actual RSRP is very small, then difference will usually be small, even if the model predicts the wrong beam. However, such problem also exists for L1-RSRP difference defined in beam prediction accuracy related KPIs and can be mitigated by normalizing the absolute difference value to the maximum measured RSRP in Set B. After all, in RAN1#112 Agenda 9.2.3.1, we already have the agreement below, where the predicted L1-RSRP is listed as the output alternatives. Hence, there is no reason that we exclude the possibility of further studying Alt.4 for model monitoring. Based on the above performance, we propose to include Alt. 3 and Alt.4 in the current proposal:
	Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output



Proposal 10: Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives as a starting point:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The predicted L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered
2.5.2. Benchmark
Regarding the benchmark/reference for performance comparison for model monitoring, we think both Alt.1 (the best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams of Set A)) and Alt.2 (The best beam(s) among those used for AI/ML model inputs (e.g., Beams of Set B)) can be a good candidate. Alt.1 can be used as an upper bound if gNB indicates UE to measure all beams in Set A. However, the corresponding measuring and reporting overhead will be high for model monitoring. On the other hand, Alt.2 can be used as a lower bound as only the beams in Set B are used for performance comparison. However, this method will not create additional measuring overhead since Set B is measured at every measurement instance for model inference. Based on the different conditions, different alternatives of model monitoring can be configured and used. For example, if the throughput suddenly drops and there is no model monitoring failure detected by Alt.2, Alt.1 can be used instead. 
Proposal 11: For AI/ML model monitoring for BM-Case1 and BM-Case2, consider the feasibility and necessity of configuring and using the following alternatives under different conditions, e.g., irregular throughput change or different UE speeds 
·  Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams of Set A)
· Alt.2: The best beam(s) among those used for AI/ML model inputs (e.g., Beams of Set B)
2.5.3. NW-side model
For NW-side model, we have agreed that the network side will conduct the model monitoring. However, what UE needs to report in one reporting for network side model monitoring should be studied. What should be included in the reporting depends on the benchmark alternative and performance metric that are being used for the current model monitoring scheme. For example, if Top-1 accuracy is used as the performance metric and Set A is the benchmark, then what UE needs to report is one beam ID value for model monitoring. Therefore, we propose the following, 
Proposal 12: For NW-side model monitoring, the number of beams and the quantity (metric) of the report values in one reporting should be determined by the benchmark alternatives and performance metrics that are used for model monitoring.
2.5.4. UE-side model
For UE-side model, there are three alternatives brought out during the RAN1#111 discussion, 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

From our point of view, we prefer UE to monitor the performance metrics (Alt1 and Alt3) as UE possesses the performance metrics that are proposed to be used for model monitoring in see Section 2.5.1. For example, for Alt.1 (Beam prediction accuracy related KPIs), UE has the information of Top-K beams after measuring the L1-RSRP of Set A; for Alt.2 (Link quality related KPIs), UE has the L1-RSRP of all the measured beams; for Alt.3 (Performance metric based on input/output data distribution of AI/ML) and Alt.4 (The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP), as they are calculated based on the AI/ML models input and output values, they are by nature known by UE as we are discussing an UE-side model. However, if NW needs to monitor the performance metrics, UE needs to report the above metrics (or the values required to derive the above metrics) to NW, which creates un-necessarily reporting overhead. Therefore, we propose the following:
Proposal 13: For UE-side model monitoring, deprioritize Alt.2: NW-side Model monitoring (i.e., NW monitors the performance metric(s) and NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation). 

3. Conclusion
In summary, based on the above discussion we have the following observations and proposals:
Observation 1: Model performance drops with the decreased size of the dataset. However, for Set B size = 4 and 16, the Top-1 accuracy drops < 10% when the dataset size reduces from 60K to 20K samples.
Observation 2: For Set B size = 8, the Top-1 accuracy drops by 20% when the dataset size reduces from 20K to 60K.
Observation 3: The model trained and tested by FP16 quantized data samples is the same as the model trained and tested by FP32 quantized data samples.
Observation 4: For Set B size = 4, by using uniform quantization in log scale, using 4 bits per beam RSRP can achieve the same Top-1 accuracy as the current spec, which uses ~5 bits (19/4) per beam RSRP in average.
Observation 5: For Set B size = 8, using the current spec is almost the same as using the other two uniform quantization methods under the same number of bits per beam report. However, the corresponding model performance is 10% less than a model trained with FP16 samples or with 8 bits uniform quantized samples. 
Observation 6: For Set B size = 16, by using uniform quantization in log scale, 3 bits per beam RSRP can achieve better Top-1 accuracy than the current spec, which uses 4 bits per beam RSRP, and reach similar accuracy performance of using FP16/FP32. 
Observation 7: If the total number of bits in one beam reporting is limited to 32, Set B size = 16 (2 bits per L1-RSRP) achieves better Top-1 and L1-RSRP difference performance than Set B size = 8 (4 bits per L1-RSRP) and Set B size = 4 (8 bits per L1-RSRP).
Observation 8: For Set B size = 4 and 8, uniformly quantizing RSRP by dBm values performs better than uniformly quantizing RSRP by linear values, under the condition that model input is linear RSRP values. However, for Set B size = 16, uniformly quantizing RSRP by linear values is better than dBm values.
Observation 9: Model trained and tested with the same quantization methods performs better than model trained with higher precision quantization methods but tested with lower precision quantization methods.

Proposal 1: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 (i.e., DL Tx beam prediction) and deprioritize Alt.3 for the predicted beams for further study.
Proposal 2: For assistance information related to UE position/moving-related information for NW-side AI/ML model, 
· Separate the discussion of UE position and moving-related information (e.g., UE speed)
· RAN1 has no consensus on using UE position as assistance information for NW-side AI/ML model 
· Study the feasibility and how (if feasible) a mechanism not disclosing the privacy information of UE’s moving-related information as assistance information for NW-side AI/ML model.
Proposal 3: Consider different dataset requirements for different Set B designs (e.g., Set B sizes, Set B selections).
Proposal 4: Regarding the data collection mechanism for AI/ML model training at NW side, study the following options as a starting point.
· Opt.1: UE measures the beams of Set B and report M1 L1-RSRPs optionally with the corresponding RS indicators, where M1 can be larger than 4, measures the beams of Set A and report 2 L1-RSRPs optionally with the corresponding RS indicator, where M2 can be larger than 4,0
· FFS: the range of M1, M2
· Note1: the measurement and reporting related to Set A may be separate from/transparent to the operations related to Set B 
· Opt.2: UE measures the beams of Set B and report M3 L1-RSRPs optionally with the corresponding RS indicator, where M3 can be larger than 4, measures the beams of Set A and report M4 RS indicator s corresponding to the best beam(s)
· FFS: the range of M3, M4
· Opt.1 and Opt.2 may be used for different AI/ML model designs
Proposal 5: At least for BM Case-1, FP16 data format is sufficient for collecting a high precision dataset for NW-side AI/ML BM model training and testing.
Proposal 6: For NW-side model, study the spec impact of using lower precision quantization method for beam RSRP report. For example, the impact to power control by using lower precision quantization methods for RSRP reporting.
Proposal 7: Study the tradeoff between reporting overhead and model performance
Proposal 8: Consider the feasibility of using different quantizing methods, including different bits used for quantization and quantized quantity (linear or dBm), for different Set B designs.
Proposal 9: At least for BM Case-1 NW-side model, NW should indicate UE which quantization method to use for beam report, based on the quantization method that is used to train its model.
Proposal 10: Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives as a starting point:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The predicted L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Proposal 11: For AI/ML model monitoring for BM-Case1 and BM-Case2, consider the feasibility and necessity of configuring and using the following alternatives under different conditions, e.g., irregular throughput change or different UE speeds 
·  Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams of Set A)
· Alt.2: The best beam(s) among those used for AI/ML model inputs (e.g., Beams of Set B)

Proposal 12: For NW-side model monitoring, the number of beams and the quantity (metric) of the report values in one reporting should be determined by the benchmark alternatives and performance metrics that are used for model monitoring.
Proposal 13: For UE-side model monitoring, deprioritize Alt.2: NW-side Model monitoring (i.e., NW monitors the performance metric(s) and NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation). 
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Table 10.1.6.1

S-RSRP and CSI-RSRP measurement report map|

Reported value | Weasured quantity Weasured quantity | URit
Value(L3 SS-RSRP) | value(L1 SS-RSRP and
CSI-RSRP)
RSRP_O SSRSRP<156 Notvaid B
RSRP_1 7562 SSRSRP<-155 | Notvald £
RSRP_2 7552 SSRSRP<-154 | Notvald £
RSRP_3 754 SSRSRP<-153 | Notvald B
RSRP_4 753 SSRSRP<-152 | Notvald £
RSRP_5 750 SSRSRP<-151 | Notvald £
RSRP_6 751 SSRSRP<-150 | Notvald B
RSRP_7 750 SSRSRP<-143 | Notvald £
RSRP B 1455 SSRSRP<-148 | Notvald £
RSRP 9 1482 SSRSRP<-147 | Notvald B
RSRP_10 747 SSRSRP<-146 | Notvald £
RSRP_11 1462 SSRSRP<-145_ | Notvald B
RSRP_12 1455 SSRSRP<-144 | Notvald £
RSRP_13 1445 SSRSRP<-143 | Notvald £
RSRP_14 1435 SSRSRP<-142 | Notvald £
RSRP_15 1425 SSRSRP<-141_| Notvald B
RSRP_16 7415 SSRSRP<-140 | Notvald £
RSRP_17 740 SSRSRP<-138 | RSRP<-138 B
RSRP_18 7305 SSRSRP<-138 | -13%% RSRP<-138 £
RSRP_111 465 SSRORP<45 | 46< RSRP<45 B
RSRP_112 455 SSRSRP<44 | 45¢ RSRP £
RSRP_113 445 SSRSRP<43 | Notvald £
RSRP_114 23S SSRSRP<42__| Notvald B
RSRP_115 235 SSRSRP<41 | Notvald £
RSRP_116 4TS SSRSRP<40 | Notvald £
RSRP_117 405 SSRSRP<33__| Notvaid B
RSRP_118 305 SSRORP<38 | Notvald £
RSRP_118 38 SSRSRP<37 | Notvald £
RSRP_120 7S SSRSRP<36__| Notvald B
RSRP_121 365 SSRORP<35 | Notvald £
RSRP_122 355 SSRORP<34 | Notvald £
RSRP_123 34< SSRSRP<33__| Notvald B
RSRP_124 33 SSRORP<32 | Notvald £
RSRP_125 325 SSRORP<31 | Notvald £
RSRP_126 37 SSRSRP Notvaid B
RSRP_127 ity Notvaid £
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Table 10.1.6.1-2:Differential SS-RSRP and CSI-RSRP measurement report mapping

Reported value Measured quantity Unit

value(difference in measured

RSRP from strongest RSRP)
DIFFRSRP_0 02ARSRP>-2 dB
DIFFRSRP_1 -22ARSRP>-4 dB
DIFFRSRP_2 -42ARSRP>-6 dB
DIFFRSRP_3 -62ARSRP>-8 dB
DIFFRSRP_4 -82ARSRP>-10 dB
DIFFRSRP_5 -102ARSRP>-12 dB
DIFFRSRP_6 -122ARSRP>-14 dB
DIFFRSRP_7 -142ARSRP>-16 dB
DIFFRSRP_8 -162ARSRP>-18 dB
DIFFRSRP_9 -182ARSRP>-20 dB
DIFFRSRP_10 -202ARSRP>-22 dB
DIFFRSRP_11 -222ARSRP>-24 dB
DIFFRSRP_12 -242ARSRP>-26 dB
DIFFRSRP_13 -262ARSRP>-28 dB
DIFFRSRP_14 -282ARSRP>-30 dB
DIFFRSRP_15 -302ARSRP dB
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