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1. Introduction
In RAN1#109e, it has been agreed that a two-sided model is considered as a starting point for the evaluation of the AI/ML based CSI compression sub use cases. In RAN1#110 [1], it has been agreed to study three types of AI/ML model training collaborations. In RAN1#111 [2], it has been further concluded that the Type 2 training collaborations is deprioritized in R18 SI. The details of these agreements and conclusions are shown in the following. 
	Agreement 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.



	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
Other collaboration types are not excluded.



	Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.


In previous meetings, the pros. and cons. of these three types training collaborations have been discussed. In the meantime, it has also noted that the potential standardization impacts to support these types of training collaborations should also be studied, which is also a crucial dimension to evaluate the feasibility of AI/ML models/methods in addition to performance. In this contribution, potential standardization impacts to two-sided model use cases are therefore studied.     
2. Potential Standardization Impacts 
For many AI/ML models (such as AE-based models), specificity generally exists in the designs of the CSI generation part and the CSI construction part. In this case, the CSI generation part and the CSI construction part are designed jointly, no matter AI/ML models in these two parts are trained jointly or separately. In other words, before performing CSI compression, the gNB and the UE should firstly agree on the adopted AI/ML models both on the CSI generation part and the CSI construction part. To describe an AI/ML model, the characteristics include the numbers of neural network layers in the CSI generation part and the CSI construction part, the number of neurons in each layer, connection structure between layers, types of connections (e.g., forward connection, convolutional connection, etc.), types of computing operation in each neuron (e.g., sigmoid function), number of links between layers, types of weights/parameters (e.g., integer, floating numbers), and loss functions. A procedure is therefore needed for the gNB and UE to decide the initial AI/ML models for the CSI generation part and the CSI construction part. Then, these initial AI/ML models can be further changed/updated through LCM.           
Observation 1: Before performing CSI compression, the gNB and the UE should firstly agree on the adopted AI/ML models both on the CSI generation part and the CSI construction part. A procedure is therefore needed for the gNB and UE to decide the initial AI/ML models for the CSI generation part and the CSI construction part.
In addition to the initial AI/ML models adopted by the CSI generation part and the CSI construction part, how to train the AI/ML models may also lead to potential standardization impacts. There can be two categories of training methods: online and offline. For the offline training, certain datasets should be available for a component (and this component may or may not be the UE or gNB), and this component is responsible for the training and testing to generate a set of weights/parameters (for the given AI/ML models). These weights/parameters will then be provided to the CSI generation part and the CSI construction part. For offline training, a procedure may be needed such that the component responsible for the training and testing is able to send/deploy the generated weights/parameters to the CSI generation part and the CSI construction part.
Observation 2: For the offline training, certain datasets should be available for a component (and this component may or may not be the UE or gNB), and this component is responsible for the training and testing to generate a set of weights/parameters (for the given AI/ML models).
Proposal 1: For offline training, a procedure may be needed such that the component responsible for the training and testing is able to send/deploy the generated weights/parameters to the CSI generation part and the CSI construction part.
On the contrary, for the online training, there may not be datasets for training and testing, and the updates of weights/parameters (for the given AI/ML models) rely on the present performances of the CSI compression, CSI prediction, throughput, etc. As compared with the offline training, datasets are not needed for the online training, and therefore the online training can be used to adapt any deployment environment. In this case, the online training provides unique technical merit. In light of the principles of Type 1, Type 2 and Type 3 training, the UE, gNB or both may be responsible for the training. However, a practical issue may occur. In online training, only the CSI generation part knows the true CSI to be compressed. On the other hand, only the CSI reconstruction part knows the reconstructed CSI. However, no component (either the CSI generation part or the CSI reconstruction part) both knows the true CSI and the reconstructed CSI. In this case, no component knows the difference (loss or gradient) between the true CSI and the reconstructed CSI, as illustrated in Fig. 1. As a result, no component can perform model training, testing or weights/parameter updates. This is very different from the conventional use cases of AE in which both the encoder and decoder of an AE are installed in the same machine, and thus the AE knows the difference between the input of the encoder and the output of the decoder. To enable online training for joint training, a procedure is needed for either the UE or the gNB to know the difference between the true CSI and the reconstructed CSI. On the other hand, to enable online training for separate training, since both the UE and the gNB need to train their own models, a procedure is needed for both the UE or the gNB to know the difference between the true CSI and the reconstructed CSI. Please note that the difference between the true CSI and the reconstructed CSI may not necessarily be obtained explicitly. It can be expressed as a value of certain loss function. Alternatively, the UE and the gNB may exchange their weights/parameters of the CSI generation part and CSI construction part, by which the UE and gNB can derive the difference between the true CSI and reconstructed CSI implicitly.    
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Fig. 1. Only the CSI generation part knows the true CSI and only the CSI construction part knows the reconstructed CSI. No component knows the difference between the true CSI and the reconstructed CSI.
Observation 3: As compared with the offline training, datasets are not needed for the online training, and therefore the online training can be used to adapt any deployment environment. In this case, the online training provides unique technical merit.
Observation 4: For the online training, there may not be datasets for training and testing, and the update of weights/parameters (for the given AI/ML models) may rely on the present performances of the CSI compression, CSI prediction, throughput, etc.
Observation 5: In online training, no component (either the CSI generation part or the CSI reconstruction part) both knows the true CSI and the reconstructed CSI. In this case, no component knows the difference (loss or gradient) between the true CSI and the reconstructed CSI. As a result, no component can perform model training, testing or weights/parameter updates.
Proposal 2: To enable online training for joint training, a procedure is needed for either the UE or the gNB to know the difference between the true CSI and the reconstructed CSI.
Proposal 3: To enable online training for separate training, since both the UE and the gNB need to train their own models, a procedure is needed for both the UE or the gNB to know the difference between the true CSI and the reconstructed CSI.
3. Conclusion
In this contribution, we discussed the potential standardization issues for the AI/ML model selection for the CSI generation part and CSI construction part, and for the offline and online training. The following observations and proposals are provided:
Observation 1: Before performing CSI compression, the gNB and the UE should firstly agree on the adopted AI/ML models both on the CSI generation part and the CSI construction part. A procedure is therefore needed for the gNB and UE to decide the initial AI/ML models for the CSI generation part and the CSI construction part.
Observation 2: For the offline training, certain datasets should be available for a component (and this component may or may not be the UE or gNB), and this component is responsible for the training and testing to generate a set of weights/parameters (for the given AI/ML models).
Proposal 1: For offline training, a procedure may be needed such that the component responsible for the training and testing is able to send/deploy the generated weights/parameters to the CSI generation part and the CSI construction part.
Observation 3: As compared with the offline training, datasets are not needed for the online training, and therefore the online training can be used to adapt any deployment environment. In this case, the online training provides unique technical merit.
Observation 4: For the online training, there may not be datasets for training and testing, and the update of weights/parameters (for the given AI/ML models) may rely on the present performances of the CSI compression, CSI prediction, throughput, etc.
Observation 5: In online training, no component (either the CSI generation part or the CSI reconstruction part) both knows the true CSI and the reconstructed CSI. In this case, no component knows the difference (loss or gradient) between the true CSI and the reconstructed CSI. As a result, no component can perform model training, testing or weights/parameter updates.
Proposal 2: To enable online training for joint training, a procedure is needed for either the UE or the gNB to know the difference between the true CSI and the reconstructed CSI.
Proposal 3: To enable online training for separate training, since both the UE and the gNB need to train their own models, a procedure is needed for both the UE or the gNB to know the difference between the true CSI and the reconstructed CSI.
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