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1. Introduction 
In RAN#94-e, the Rel-18 SID for Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface was approved [1], the objective of this study item is to study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact. In this SID, one specific use case for AI/ML is CSI feedback enhancement.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


In this contribution, we will share our views on AI/ML for CSI feedback enhancement, including some recommended sub use cases and the potential specification impacts of these sub use cases.
2. Considerations on potential spec impact

2.1. Potential spec impact on training collaboration 
In RAN1#109-e meeting [2], we have the following agreement on the network-UE collaboration level categorization:
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 



Also, in RAN1#110 meeting [3], for the AI/ML model training collaborations types and their spec impacts, we have the following agreements:
	Agreement
[bookmark: _Hlk115344030]In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· [bookmark: _Hlk115343842]Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 




Fig.1 Procedure with model training at network side for Type 1
For Type 1 joint training, considering the computing capability of mobile terminal is limited, we assume the model training is performed at NW side. A basic procedure of AI based CSI feedback with AI model training at network side is shown in Fig.1. The following is the procedure for model training: UE take the eigenvectors of channel information computed via CSI-RS as training data. Then, UE reports the training data to network side and then network side could use the training data for model training or model generation. After the AI model is trained at network side, the encoder part of AI model is transmitted to UE. 
When UE has received CSI-RS and measured the channel information, the UE compresses the measured CSI via the encoder and then report the encoder results to network side. The network will recover the received CSI to eigenvectors or other kinds of channel information via the decoder. 
[bookmark: _Hlk115343754]For Type 1 training collaboration, one open issue is how to exchange AI model between network and UE. It is not only related to the model representation format between UE and gNB, but also related to the intellectual property issue of AI algorithm. The potential solutions for model transfer also need some conclusions made in AI 9.2.1.
Proposal 1: For CSI compression using two-sided model use case, when using Type 1 training collaboration, the potential spec impact on AI model transfer need to be studied.
[bookmark: _Hlk115344056]For Type 2 training collaboration, there might be enormous forward propagation and backward propagation information exchange over air-interface, the exchanging information content and transmission method will need further study. Also, the overhead of forward propagation and backward propagation information exchange need to be evaluated.
Proposal 2: For CSI compression using two-sided model use case, when using Type 2 training collaboration, the potential spec impact on forward propagation and backward propagation information exchange need to be studied.
[bookmark: _Hlk115344525]For Type 3 training collaboration, when the generation part at UE side and the reconstruction part at network side use different AI model structure or different quantization method, the recovery accuracy will suffer some degradation. Therefore, some assistance signaling for AI model information may be needed to help improve CSI recovery accuracy.
Proposal 3: For CSI compression using two-sided model use case, when using Type 3 training collaboration, the potential spec impact on assistance signaling for AI model information need to be studied.

2.2. Potential spec impact on data collection
In RAN1#110 meeting [3], for the data collection for AI/ML based CSI compression, we have the following agreements:
	Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  



Considering the training data is enormous and the uplink resource is limited, the potential spec impact on the training data reporting should be studied. The spec impact on training data transfer not only involve Type 1 training collaboration, but also Type 2 and Type 3 training collaboration. Besides, the AI based codebook design and related reporting bits should also be considered.
For the dataset used for training at gNB side, there is a possible way that the measured CSI at UE side is delivered to gNB. Therefore, the measured CSI need to be quantized to several bits if the dataset needs to be delivered over air-interface. However, to keep the used dataset is accurate enough and the trained model work well, high resolution quantization is needed and there might be two possible quantization method:
· High resolution scalar quantization, e.g., Float32, Float16, etc.
· High resolution codebook quantization, e.g., R16 Type II-like method with new parameters
For high resolution scalar quantization, the measured channel will be quantized into several bits in the form of Float32 or Float16, etc.
For high resolution codebook quantization, the traditional codebook may be enhanced for more accurate channel characterization, like much larger number of beam-delay basis vectors reporting or much higher resolution quantization for the coefficient feedback.
Proposal 4: For AI based CSI compression, the spec impact on high resolution quantization for dataset delivery over air-interface could be considered.
Proposal 5: For AI based CSI compression, the following two high resolution quantization method could be considered for dataset delivery:
•	High resolution scalar quantization, e.g., Float32, Float16, etc.
•	High resolution codebook quantization, e.g., R16 Type II-like method with new parameters
In addition, to obtain enough amount of dataset in a limited time and/or to make sure the quality and amount of the obtained dataset is enough to train an AI model with good recovery accuracy performance and/or good generalization performance, the CSI-RS pattern for DL channel acquisition may need enhancement. 
Proposal 6: For AI based CSI compression, the CSI-RS enhancement can be studied for UE’s and gNB’s dataset collection.
Especially, if the data collection is performed at gNB side, the signaling for UE reporting the measured CSI can be considered. Besides, the SRS design enhancement can also be considered if the angle and delay between FDD DL and UL channels are considered partially reciprocal. 
Proposal 7: For AI based CSI compression, the SRS enhancement can be studied for gNB’s dataset collection.
Proposal 8: For AI based CSI compression, the signalling for UE reporting the measured CSI can be studied for gNB’s dataset collection.

2.3. Potential spec impact on inference for CSI compression
For the spec impact on inference for CSI compression, we have an agreement in RAN1#110 meeting [3]:
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination



[bookmark: _Hlk115349192]Now that the sub use case of spatial-frequency domain is based on two-sided model, the robustness of CSI reporting may be influenced, since UE side could not guarantee the recovery accuracy at network side, no matter using training collaboration type 1, type 2 or type 3. Current CQI calculation is based on the already determined PMI, so that once the PMI cannot be recovered very well, even reported CQI is correctly received, the measured channel and interference information is meaningless. Hence, maybe some enhancements on CQI calculation are needed to improve the reliability or robustness of CQI information.
Proposal 9: For CSI compression using two-sided model use case, the enhancement on CQI calculation can be studied to improve the reliability or robustness of CQI information.
Therefore, there was a proposal on the CQI determination in RAN1#110bis-e meeting [5]:
	Proposal 3-3-2(v3): 
[bookmark: _Hlk118281968]In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· CQI is calculated based on target CSI (i.e., CSI measured by UE)
· CQI is calculated based on target CSI with potential adjustment 
· Potential CQI compensation based on some assistance of network indication
· Potential CQI compensation based on monitored performance  
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated based on traditional codebook
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· CSI report contents not including CQI  
· Other options are not precluded
Note: target CSI is the ideal eigen-vector when output CSI type is precoder matrix  


As the CQI is calculated conditioned on the CRI, RI and PMI, if reported, which PMI can be used and how to use this PMI for CQI calculation should be studied. 
Firstly, since both the CQI calculation and CSI measurement happen at UE side, it is natural to consider to take the CSI measured by UE as an option to further calculate CQI. And it is worth noticing that the CSI is measured based on UE’s channel estimation so that the UE can only get the real channel with some estimation error. Besides, based on the measured CSI, UE also could adopt some adjustment for CQI calculation to match the real scheduling channel condition much better.
Secondly, for Type 3 separate training method with training starting from UE side and Type 1 joint training method with joint training performing at UE side, the CSI reconstruction part can be available at UE side. So, UE could perform CSI recovery using this reconstruction model, and UE could calculate CQI based on the CSI reconstruction part output, which could make the CQI more accurate considering the PMI used for CQI calculation is just the one network obtained.
Thirdly, we have an agreement on the co-existence between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode:
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.
 


It is likely that legacy non-AI/ML based CSI report method is also configured along with AI/ML-based CSI feedback so that the CQI calculation can be performed based on the legacy CSI without AI/ML, i.e., traditional PMI codebook. In another word, the reported CQI is also traditional CQI with better robustness compared with AI/ML based CSI report.
Proposal 10: For CSI compression using two-sided model use case, the following options for CQI determination can be considered in CSI report:
· CQI is calculated based on CSI measured by UE
· CQI is calculated based on CSI measured by UE with potential adjustment 
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated based on traditional codebook

[bookmark: _Hlk115349567]Besides, as the AI based CSI compression might need some requirements on the processing time or processing capabilities different from non-AI traditional CSI calculation, maybe the CSI processing time need to be redefined and the definitions of Z and Z’ also need some discussion for AI based CSI compression.
Proposal 11: For CSI compression using two-sided model use case, the enhancement on CSI processing time and the definitions of Z and Z’ could be studied.

3. Conclusion
Proposal 1: For CSI compression using two-sided model use case, when using Type 1 training collaboration, the potential spec impact on AI model transfer need to be studied.
Proposal 2: For CSI compression using two-sided model use case, when using Type 2 training collaboration, the potential spec impact on forward propagation and backward propagation information exchange need to be studied.
Proposal 3: For CSI compression using two-sided model use case, when using Type 3 training collaboration, the potential spec impact on assistance signaling for AI model information need to be studied.
Proposal 4: For AI based CSI compression, the spec impact on high resolution quantization for dataset delivery over air-interface could be considered.
Proposal 5: For AI based CSI compression, the following two high resolution quantization method could be considered for dataset delivery:
•	High resolution scalar quantization, e.g., Float32, Float16, etc.
•	High resolution codebook quantization, e.g., R16 Type II-like method with new parameters
Proposal 6: For AI based CSI compression, the CSI-RS enhancement can be studied for UE’s and gNB’s dataset collection.
Proposal 7: For AI based CSI compression, the SRS enhancement can be studied for gNB’s dataset collection.
Proposal 8: For AI based CSI compression, the signalling for UE reporting the measured CSI can be studied for gNB’s dataset collection.
Proposal 9: For CSI compression using two-sided model use case, the enhancement on CQI calculation can be studied to improve the reliability or robustness of CQI information.
Proposal 10: For CSI compression using two-sided model use case, the following options for CQI determination can be considered in CSI report:
· CQI is calculated based on CSI measured by UE
· CQI is calculated based on CSI measured by UE with potential adjustment 
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated based on traditional codebook
Proposal 11: For CSI compression using two-sided model use case, the enhancement on CSI processing time and the definitions of Z and Z’ could be studied.
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