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Introduction
A new study item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface has been approved in [1]. One of the study objectives includes the analysis of solutions for CSI feedback enhancements:
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.
Use cases to focus on:
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project


In this contribution, we express our views on the evaluation methodology for CSI use-case and present a set of initial evaluation results for spatial-frequency domain CSI compression using a two-sided AI/ML model sub use case with different deployment scenarios as well as generalization performance study for different channels and scenarios for that sub use case.
Evaluation for spatial-frequency domain CSI compression using two-sided AI/ML model
For evaluation of AI/ML applications spatial-frequency domain CSI compression with two-sided AI/ML model is used and the performance of this AI/ML model is compared with that of Rel-16 Enhanced Type II PMI codebook (eType II) with respect to the square generalized cosine similarity (SGCS) and UE throughput. The same testing dataset is used to test the performance of the AI/ML model as well as the eType II codebook. 
AI/ML model description
In this paper the AI/ML model implementation is based on the transformer architecture [2]. The AI/ML model uses channels generated from the SLS as input after a pre-processing step which is discussed in more detail in the following sections.
Data Pre- and Post-processing
The  channel matrix is generated by using SLS, where  is the number of PRBs for a given BW,  is the number of receive antenna ports at the UE and  is the number of transmit antenna ports at the gNB. Then it is converted to an input matrix  of size  as follows. First, the covariance of the channel  over each sub-band (4 PRBs) is calculated and then, assuming rank- transmission, the  strongest eigen-vectors are calculated. 


The size of the complex matrix  is  where  denotes the number of sub-bands. The input matrix  of the AI/ML model is constructed by concatenating the real and imaginary values of each element of matrix  in the column dimension making  of size . 
The output from the AI/ML model is an estimate of the input matrix, , which is an estimate of the dominant eigenvector of channel covariance .
CSI Autoencoder Architecture
The autoencoder (AE) AI/ML model used in this paper is based on a transformer architecture which uses the multi-head attention module from [2]. At the encoder, the input matrix is passed through a dense embedding layer which expands the column dimension from 2 to . After positional encoding, the data is passed through cascaded multi-head attention blocks and finally through a dense layer into a uniform quantizer. At the decoder, a dequantizer is first used followed by a dense layer, embedding and positional encoding. This is followed by a series of cascaded multi-head attention modules and a dense output layer with no activation. 
[image: ]
[bookmark: _Ref111212112]Figure 1: Transformer Based CSI Autoencoder 

Quantization	Comment by Sergeev, Victor: In my understanding we are using the same quantization - so this description is ok. Need confirmation from Avik.
A uniform B-Bit quantizer is used in the AE as shown in Figure 3. The quantizer is non-trainable i.e., the gradients of the backpropagation during training are passed through the quantizer without any change. A fully connected layer preceding the quantizer reduces the total number of inputs to the quantizer to K channels by compressing it by a factor of . The total number of inputs to the fully connected layer is given by  where  where  are the antenna ports in horizontal and vertical planes and is the number of polarizations. The FC layer outputs K channels where . The quantizer uniformly quantizes each of the  inputs to produce  feedback bits. 



[bookmark: _Ref111212942]Figure 2: Uniform Quantization in CSI Autoencoder

The de-quantizer and FC layer in the decoder reverses the operations of the encoder quantizer and FC layer respectively. In this paper, a noiseless wireless channel is assumed i.e., during testing there is no corruption of the feedback bits.
Intermediate metrics 
The AI/ML model is trained on 540,000 samples with 15000 validation samples and tested on 45000 samples. The output of the AI/ML model  is then compared to the original channel eigenvector  to evaluate SGCS. 
In the following sections, the performance of AI/ML CSI for different SLS channel models are shown for the case of Layer 1 and Layer 2 transmission for different overhead feedback bits. 
Indoor Hotspot (InH)
In Indoor Hotspot scenario, the AI/ML easily outperforms the eType II CSI for both high and low overhead values as seen in Table 1 and Figure 3. Layer 1 performs significantly better than Layer 2 for the low overhead bits and is comparable for higher overhead bits. 
Table 1: AI/ML Performance for Indoor Hotspot
	TX Ports
(NT)
	Overhead Bits
(KB)
	Cosine Similarity
() : Layer 1
	Cosine Similarity
() : Layer 2

	



32
	48.00
	0.8336
	0.719

	
	62.00
	0.8643
	0.7624

	
	96.00
	0.9154
	0.8337

	
	128.00
	0.9402
	0.88

	
	168.00
	0.9555
	0.9198

	
	224.00
	0.9676
	0.9471

	
	278.00
	0.99767
	0.9594



[image: ] [image: ]
Figure 3: Cosine Similarity of InH for AI/ML AE vs Rel-16 eType II Codebook for layer 1 and layer 2

Dense Urban Macro
For Dense Urban Macro with both outdoor and indoor UEs, the AI-ML transformer model outperforms eType II codebook for low and high feedback overhead bits and both the layers (layer 1 and layer 2). With AI-ML model, Layer 1 performs better than Layer 2 with higher SGCS values for same overhead feedback bits. 

Table 2: AI/ML Performance for Dense Urban Macro with 80% Indoor and 20% Outdoor UEs
	TX Ports
(NT)
	Overhead Bits
(KB)
	Cosine Similarity
() : Layer 1
	Cosine Similarity
() : Layer 2

	



32
	48.00
	0.676
	0.5017

	
	62.00
	0.7103
	0.529

	
	96.00
	0.7862
	0.6124

	
	128.00
	0.8431
	0.7143

	
	168.00
	0.8786
	0.7438

	
	224.00
	0.8992
	0.8156

	
	278.00
	0.9166
	0.8415
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Figure 4: Cosine Similarity of Dense Urban Macro for AI/ML AE vs Rel-16 eType II Codebook for layer 1 and layer 2 

Dense Urban Micro
For Dense Urban Micro As shown in Table 3 and Figure 5, the AI-ML model outperforms the eType II CSI cases for both Layer 1 and layer 2. As seen with InH and Dense Urban Macro scenarios, Layer 1 performs better than Layer 2.  
Table 3: AI/ML Performance for Dense Urban Micro with 80% Indoor and 20% Outdoor UEs
	TX Ports
(NT)
	Overhead Bits
(KB)
	Cosine Similarity
() : Layer 1
	Cosine Similarity
() : Layer 2

	



32
	48.00
	0.7044
	0.508

	
	62.00
	0.7208
	0.561

	
	96.00
	0.7944
	0.6384

	
	128.00
	0.8603
	0.7273

	
	168.00
	0.8897
	0.7928

	
	224.00
	0.915
	0.8482

	
	278.00
	0.932
	0.86
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Figure 5: Cosine Similarity of Dense Urban Macro for AI/ML AE vs Rel-16 eType II Codebook for layer 1 and layer 2
Observation 1 ML based Autoencoder can outperform Rel-16 eType II codebook for Layer 1 and Layer 2 case in all overhead regimes for InH, Dense Urban Macro and Dense Urban Micro deployments.

SLS performance
CSI accuracy is a critical factor for the performance of MU-MIMO system since it has significant impact on the inter-layer interference suppression capability as well as link adaptation for MU-MIMO transmission. Thus, higher accuracy of AI-ML CSI comparing to the eType II PMI codebook observed based on intermediate metrics (SGCS) results should translate to system performance gains. 
System level simulations (SLS) allows to assess the system performance for CSI feedback enhancements considering different factors like different UE radio link conditions, realistic traffic, MU-MIMO transmission and scheduling, link adaptation, etc. Also, considering that rank adaptation is used, impact of CSI accuracy for multiple layers will be considered for the performance results in true proportion. 
To assess the performance of spatial-frequency domain CSI compression using two-sided AI model, SLS evaluations were done for Dense Urban Macro scenario with FTP1 traffic model. Neural networks pre-trained separately per layer for each overhead point were used for AI-ML CSI with training dataset aligned with the channel model used for the SLS evaluations. The detailed evaluation assumptions are captured in the Appendix of the tdoc.
Dense Urban Macro
SLS evaluation results for average UE throughput and cell-edge UE throughput are presented in Figure 5 and Figure 6 respectively for different overhead (corresponding to the maximum PMI payload) for AI-ML CSI with AI-ML model presented in Section 2.1 of this contribution. Results for different parameter combinations supported for eType II PMI codebook are presented for performance comparison. Performance gain relative to the first parameter combination of eType II PMI codebook is represented under each performance/overhead point.

Figure 6: Average UE throughput for AI/ML CSI and Rel-16 eType II PMI codebook 


Figure 7: Cell-edge UE throughput for AI/ML CSI and Rel-16 eType II PMI codebook 

As it can be observed from the above evaluation results, AI/ML CSI provides significant performance gains comparing to the eType II PMI codebook. Depending on the overhead, 5% - 13% gain in average UE throughput and 9% - 17% gain in cell-edge UE throughput is observed for AI/ML CSI comparing to the eType II PMI codebook configuration with similar overhead. Also, up to ~100 bits overhead reduction can be achieved using the AI-ML CSI with the same performance as for eType II PMI codebook. 
Observation 2  
· Up to 13% gain for average UE throughput and up to 17% gain for cell-edge UE throughput can be achieved for AI-ML CSI comparing to eType II PMI codebook
· Up to ~100 bits overhead reduction can be achieved using the AI-ML CSI with the same performance as for eType II PMI codebook
Generalization performance  
The performance of an AI-ML model depends not only on the model implementation (e.g. pre-/post-processing and neural network structure) but also on the datasets used for training and testing (inference) of the neural network. If there is a mismatch in the statistical properties between the datasets used for training and inference, then some performance loss is expected. The ability to apply the network for different channel statistics (e.g. scenario. configuration) can be measured by generalisation performance. At the last RAN1 meeting it was agreed to consider the following 3 cases to evaluate the generalisation performance. 
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Dense Urban Macro/Micro
The 3 cases for AI/ML model generalization performance was evaluated for UMa and UMi scenarios with the autoencoder neural network described in section 2.1 above. For the evaluation neural network with the same parameters was trained on 3 datasets: UMa, UMi and UMa + UMi. Mixed dataset (UMa + UMi) has equal distribution of channel matrixes (50% UMa and 50% UMi)
The SGCS results for different PMI reporting overhead (48 bits, 62 bits and 96 bits, 128 bits, 168 bits, 224 bits, 278 bits) are presented in figure 8 for inference on UMa dataset and figure 9 for inference on UMi dataset. 

Figure 8: SGCS values for the autoencoder trained on different datasets with UMa/UMi channel matrixes and tested on dataset with UMa channel matrixes

Figure 9: SGCS values for the autoencoder trained on different datasets with UMa/UMi channel matrixes and tested on dataset with UMi channel matrixes

As it can be seen from the above evaluation results, there is a very small performance loss for autoencoder with misaligned datasets for training and inference (Case 2) comparing to autoencoder with aligned datasets (Case 1). If dataset with both UMa and UMi channel models is used for training (Case 3) then performance loss is negligible compared to Case 1.
Observation 3 If dataset with both UMa and UMi channel models is used for training (Case 3) then performance loss is negligible compared to training and testing on aligned dataset (Case 1)
Template for results collection
The following working assumption was achieved on the template for results collection for study of spatial-frequency domain CSI compression using two-sided AI model. 
	Working Assumption
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS the value or range of payload size X/Y/Z
· FFS the description and results for different training types/cases may need a separate table
· FFS: training related overhead

Table X. Evaluation results for CSI compression without model generalization/scalability, [traffic type], [Max rank value], [RU] [training type/case]
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	[Other assumptions/settings agreed to be reported]
	
	

	Benchmark
	
	

	Intermediate KPI I#1 of benchmark, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Intermediate KPI I#1 of benchmark, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for intermediate KPI I#1, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for intermediate KPI#1, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Intermediate KPI I#2 of benchmark, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for intermediate KPI I#2, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for intermediate KPI#2, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	Gain for Mean UPT
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for 5% UPT
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	FFS others
	
	
	





There are several FFS points in the above working assumptions. The first FFS point is on the representation of generalization performance results, more specifically whether to create a separate table or reuse the tables. The third FFS point is whether to include the results for different training types in the same table. One of the main advantages for usage of the same table for results collection related to performance comparison, generalization, training types, etc., is the possibility to reuse some of the information related to AI-ML model since the same AI-ML model can be used for evaluations of different aspects per company. However, the disadvantage of this approach is very long table which is hard to navigate. Thus, in our view spreadsheet for results collection shall be designed in such way that information from a table (e.g. for AI-ML model) can be reused for different other tables, e.g., by using different pages in the document. Thus, RAN1 can discuss tables for different usages, including AI-ML model description, SGCS and UPT performance comparison with eType II PMI codebook, generalization performance, different training types, etc. Later RAN1 can endorse spreadsheet file with full template of results collection, where information (e.g., AI-ML model description) can be reused for different tables.
Proposal 1: 
· RAN1 to separately discuss tables for different usages, including AI-ML model description, SGCS and UPT performance comparison with eType II PMI codebook, generalization performance, different training types, etc.
· Later RAN1 can endorse spreadsheet file with full template of results collection, where information (e.g., AI-ML model description) can be reused for different tables
There are multiple issues with the table for results collection captured in the above working assumption. In the above table the same number of parameters, model size and complexity for the AI-ML model are specified across different payload sizes. However, since the number of output neurons for the CSI generation part can be significantly different for different CSI payload size, the total number of parameters, required storage and complexity shall be specified separately per each CSI payload.
Comparison of the AI-ML CSI performance and eType II PMI codebook should consider the fact that it may be not possible to align overhead value. In this case it is not clear how to calculate performance gain, i.e., it is not clear which eTpye II point shall be used as a reference for gain calculation if the point for AI-ML CSI lies in between of two eType II points w.r.t. the PMI overhead value. Thus, if it is not clarified how to calculate the gain for intermediate metrics and UPT, we suggest removing the corresponding rows for the evaluation results table. Instead of gain values, absolute values for eType II PMI codebook and AI-ML CSI results  can be disclosed for the corresponding CSI payload sizes.


Proposal 2: 
· For evaluation results collection table, 
· At least some fields of the table including number of parameters, storage and complexity of the AI-ML model shall be separately specified per CSI payload value
· Remove fields corresponding to performance gains and support fields for absolute performance of eType II PMI codebook as well as AI-ML CSI (for intermediate metrics and UPT)
Conclusion
In this contribution, we provided our views on the aspects of EVM related to AI/ML-based CSI enhancement. In summary, we have following proposals and observation:
Observation 1:
· ML based Autoencoder can outperform Rel-16 eType II codebook for Layer 1 and Layer 2 case in all overhead regimes for InH, Dense Urban Macro and Dense Urban Micro deployments.
[bookmark: _Hlk127468419]Observation 2:
· Up to 13% gain for average UE throughput and up to 17% gain for cell-edge UE throughput can be achieved for AI-ML CSI comparing to eType II PMI codebook
· Up to ~100 bits overhead reduction can be achieved using the AI-ML CSI with the same performance as for eType II PMI codebook
Observation 3:
· If dataset with both UMa and UMi channel models is used for training (Case 3) then performance loss is negligible compared to training and testing on aligned dataset (Case 1)
Proposal 1: 
· RAN1 to separately discuss tables for different usages, including AI-ML model description, SGCS and UPT performance comparison with eType II PMI codebook, generalization performance, different training types, etc.
· Later RAN1 can endorse spreadsheet file with full template of results collection, where information (e.g., AI-ML model description) can be reused for different tables
Proposal 2: 
· For evaluation results collection table, 
· At least some fields of the table including number of parameters, storage and complexity of the AI-ML model shall be separately specified per CSI payload value
· Remove fields corresponding to performance gains and support fields for absolute performance of eType II PMI codebook as well as AI-ML CSI (for intermediate metrics and UPT)
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Appendix
System level simulation evaluation assumptions for Dense Urban Macro and Indoor Hotspot scenarios can be found in the tables below (used for dataset generation for training and intermediate metrics calculation as well). 
Table 4 System level simulation assumptions for Dense Urban Macro, Dense Urban Micro and Indoor Hotspot
	Parameter
	Value

	Frequency Range
	4GHz

	Inter-BS distance
	200m for Dense Urban Macro/Micro
20m, for Indoor Hotspot

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	For Dense Urban Macro/Micro:
32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
For Indoor Hotspot:
32 ports: (8,8,2,1,1,4,4), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2 Rx: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ 

	BS Tx power
	44dBm for Dense Urban Macro/Micro
23dBm for Indoor Hotspot

	BS antenna height
	25m for Dense Urban Macro
10m for Dense Urban Micro
3m for Indoor Hotspot

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Bandwidth
	20 MHz (52 PRB)

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	30kHz

	CSI feedback
	CSI periodicity is 5 ms, CSI delay is 4 slots,
CSI subband size is 4 PRBs

	Traffic model
	FTP1 with 0.5 Mb packet size, ~70% resource utilization

	UE distribution for Dense Urban Micro/Macro
	80% indoor (3km/h), 20% outdoor (30km/h)



Average UE throughput
AI-ML CSI	[CELLRANGE]
[CELLRANGE]
[CELLRANGE]
[CELLRANGE]
[CELLRANGE]
[CELLRANGE]
[CELLRANGE]
96	124	192	256	336	448	556	53.661418869062899	55.725934247899801	62.176052028955098	68.304774175459798	70.322471308701196	73.899195020461903	75.496277667883007	5%	9%	22%	34%	38%	45%	48%	eType II, L=2	[CELLRANGE]
[CELLRANGE]
113	169	50.946853259768702	54.729121848357501	0%	7%	eType II, L=4	[CELLRANGE]
[CELLRANGE]
[CELLRANGE]
[CELLRANGE]
207	319	431	539	58.672738076022398	63.880649904777798	65.248595001794399	67.420258261602996	15%	25%	28%	32%	eType II, L=6	[CELLRANGE]
[CELLRANGE]
467	635	68.140649450376202	69.7641361788165	34%	37%	Overhead (bits)

Throughput (Mb/s)


Cell-edge UE throughput

AI-ML CSI	[CELLRANGE]
[CELLRANGE]
[CELLRANGE]
[CELLRANGE]
[CELLRANGE]
[CELLRANGE]
[CELLRANGE]

96	124	192	256	336	448	556	12.540146198790699	13.289029195006901	16.131059479550601	17.736443418012101	19.0940759637155	20.566013071893298	20.998954472006201	9%	16%	41%	55%	66%	79%	83%	eType II, L=2	[CELLRANGE]
[CELLRANGE]

113	169	11.4788483466237	13.052097445030499	0%	14%	eType II, L=4	[CELLRANGE]
[CELLRANGE]
[CELLRANGE]
[CELLRANGE]

207	319	431	539	14.5723020017392	16.912274422071398	17.542591458225299	18.3068086883858	27%	47%	53%	59%	eType II, L=6	[CELLRANGE]
[CELLRANGE]

467	635	18.606637426896999	19.417799796745999	62%	69%	Overhead (bits)


Throughput (Mb/s)




Inference: UMa

Train: UMa	
48 bits	62 bits	96 bits	128 bits	168 bits	224 bits	278 bits	0.67600000000000005	0.71030000000000004	0.78620000000000001	0.84309999999999996	0.87860000000000005	0.8992	0.91659999999999997	Train: UMa + UMi	
48 bits	62 bits	96 bits	128 bits	168 bits	224 bits	278 bits	0.69	0.72570000000000001	0.78500000000000003	0.84419999999999995	0.86580000000000001	0.90510000000000002	0.9173	Train: UMi	
48 bits	62 bits	96 bits	128 bits	168 bits	224 bits	278 bits	0.67600000000000005	0.68330000000000002	0.7762	0.82969999999999999	0.86439999999999995	0.89500000000000002	0.91279999999999994	
SGCS




Inference: UMi

Train: UMi	
48 bits	62 bits	96 bits	128 bits	168 bits	224 bits	278 bits	0.70440000000000003	0.7208	0.7944	0.86029999999999995	0.88970000000000005	0.91500000000000004	0.93200000000000005	Train: UMa + UMi	
48 bits	62 bits	96 bits	128 bits	168 bits	224 bits	278 bits	0.69899999999999995	0.73609999999999998	0.78890000000000005	0.85289999999999999	0.88119999999999998	0.91749999999999998	0.93010000000000004	Train: UMa	
48 bits	62 bits	96 bits	128 bits	168 bits	224 bits	278 bits	0.66849999999999998	0.70269999999999999	0.77700000000000002	0.83899999999999997	0.87519999999999998	0.89800000000000002	0.92100000000000004	
SGCS
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