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1. Introduction
In the RAN plenary #94e meeting, a new study item entitled “ Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” with the following scope was endorsed [1].
	AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:

· Characterize the defining stages of AI/ML related algorithms and associated complexity:

· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 

· Inference operation, e.g., input/output, pre-/post-process, as applicable

· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 

· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]

· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 

· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating

· Dataset(s) for training, validation, testing, and inference 

· Identify common notation and terminology for AI/ML related functions, procedures and interfaces

Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate 


In this contribution, we present our views on the issues that are still open for discussion regarding lifecycle management in the study item phase of Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface.
2. Discussion

2.1. Lifecycle management
Functionality-based LCM procedure
In the RAN WG1 #111 meeting, the following agreements were made:

	Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:

· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality

· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.

· FFS: Whether or how to indicate Functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs


Based on above agreement, we put in our opinion on functionality-based LCM procedure.

For UE-part/UE-side models, the following two options are possible in a functionality-based LCM procedure

· Case 1: the UE has one model for each functionality
· Case 2: The UE has multiple models for each function.

In Case 1, functionality and model are tied together, so there is no need to perform model switching; in Case 2, UE is transparent to the NW and can perform model switching between multiple models by the UE side implementation.

For model activation/deactivation/fallback, the NW must be able to give instructions for each function, and in the case of multiple models in Case 2, the UE determines the model to be applied transparently to NW by the UE side implementation.
Proposal 1: 
In the functionality-based LCM procedure for UE part/UE side mode, model switching is performed as follows

· When there is only one model for one functionality, model switching is not required.

· When there are multiple models for a single functionality, the model is selected transparently to the NW by the UE side implementation.
Proposal 2: For model activation/deactivation/fallback, NW must be able to give instructions on a function-by-function basis, and if the UE has multiple models for each function, the UE determines the model to be applied transparently to the NW by the implementation.
Furthermore, in the Functionality-based LCM procedure, the UE informs the NW about the functions supported by the AI/ML model in the UE. This can be addressed by extending the processing of legacy UE capabilities.
Proposal 3: In the functionality-based LCM procedure of the UE part/UE side model, as an extension of the existing UE capability, the NW can be informed of the functions that the UE side has.
Sub-use cases (e.g. CSI feedback compression) are included in the functionality that the UE informs the NW about. Additional options include antenna configuration, frequency, SNR and settings per sub-use case (e.g. CSI compression ratio), which need to be considered in each agenda item as each sub-use case has different requirements.
Proposal 4: The content of functionality should be considered on a sub-use case-by-sub-use case basis, with information on sub-use cases as mandatory and other information as optional.
In the RAN WG1 #111 meeting, the following working assumption was made:
	Working Assumption 
Terminology
Description
Model identification
A process/method of identifying an AI/ML model for the common understanding between the NW and the UE

Note: The process/method of model identification may or may not be applicable.

Note: Information regarding the AI/ML model may be shared during model identification.

Terminology
Description
Functionality identification
A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE

Note: Information regarding the AI/ML functionality may be shared during functionality identification.

FFS: granularity of functionality
Note: whether and how to indicate Functionality will be discussed separately. 


Of the above, in the functionality-based LCM procedure, the NW only needs to be able to recognize the functions of the UE, and may not need to perform model identification.
Proposal 5: In the functionality-based LCM procedure, model identification may not need to be performed.
3. Conclusion
In this contribution, we discussed the lifecycle management. Based on the above agreement, we made the following a proposal.
Proposal 1: 
In the functionality-based LCM procedure for UE part/UE side mode, model switching is performed as follows

· When there is only one model for one functionality, model switching is not required.

· When there are multiple models for a single functionality, the model is selected transparently to the NW by the UE side implementation.
Proposal 2: For model activation/deactivation/fallback, NW must be able to give instructions on a function-by-function basis, and if the UE has multiple models for each function, the UE determines the model to be applied transparently to the NW by the implementation.
Proposal 3: In the functionality-based LCM procedure of the UE part/UE side model, as an extension of the existing UE capability, the NW can be informed of the functions that the UE side has.
Proposal 4: The content of functionality should be considered on a sub-use case-by-sub-use case basis, with information on sub-use cases as mandatory and other information as optional.
Proposal 5: In the functionality-based LCM procedure, model identification may not need to be performed.
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