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1. Introduction

In last meeting, the following agreements have been achieved [1].
Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   

Note: Continue evaluation discussion in 9.2.2.1.

Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer futher till the end of R18 AI/ML SI.

Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  

Conclusion

In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.

Note: 

· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.

· To align terminology, input-CSI-NW is the input CSI assumed at NW 

In this contribution, we will provide some discussions on AI/ML for CSI feedback.
2. Discussions 
2.1 Training collaboration
2.1.1 type 1 joint training

If two-side AI model is trained at a single side/entity, model delivery/transfer is required for AI model deployment. In general, network-side could get more accurate information for the serving area to train a better model to serve more UEs. Therefore, the main use case for Type 1 joint training should be AI model training at network-sided. 

Proposal 1: For joint training of the two-sided model at a single side/entity, network-sided training should be considered with higher priority than UE-sided training.

AI model delivery/transfer over air interface should be considered for Type 1 joint training. The details of AI model delivery/transfer mechanisms are related to model format, model deployment, signal exchange and etc. Open-format models and proprietary-format models transfer should be supported. For -pen-format model transfer, model deployment will perform. For proprietary-format model transfer, the detail progress after a specific device receiving a proprietary-format model needs further study. The size of AI model to be transferred should be constrained. If AI model size is over several hundreds of Mbytes, the burden of AI model transfer is high. For UP and CP based model transfer, the constraint on AI model size might be treated separately. When UE receives AI model from network, UE should inform network whether the AI model could be used. 

Proposal 2: AI model transfer process should be specified for joint training of the two-sided model at a single side/entity.

2.1.2 Type 3 separate training

For separate training at network side and UE side, network should transfer dataset to UE for CSI generation part training. The size of dataset is highly depended on the AI model design at UE side. In principle, there is a tradeoff between AI model size and compression accuracy. Large AI model also requires more data to complete AI model training. Therefore, some UE side AI model information exchange between UE and network side should be considered. 

Proposal 3: Dataset transfer from network to UE and AI model information exchanging between UE and network side should be considered for separate training at network side and UE side. 

2.2 Data collection

For two-sided AI/ML model training, dataset construction process should be considered. The dataset for training could be composite of online feedback data and offline data. Online data should come from UE feedback while offline data could be from field test, synthetic data or historic data. Besides, for AI model life cycle management, some data should also be transferred from UE to gNB to make performance monitoring. In order to support AI model training and performance monitoring, original CSI information to be compressed at UE should be reported to NW. In addition to original CSI information for performance monitoring, some extra data collection for AI model training could also be considered.

Proposal 4: In order to support joint two-sided model training and monitoring, periodically original CSI information to be compressed at UE side could be feedback to NW side.
2.3 Model inference
There are some discussions on the input/output of AI model for CSI compression. Raw channel matrix and precoding matrix could be considered for CSI output. In principle, precoding matrix could be derived from raw channel matrix and raw channel matrix feedback is also studied by many papers. However, legacy mechanisms use precoding matrix as the basis for CSI feedback and eType II is selected as baseline for performance comparison. There is no clear evidence yet that precoding matrix-based solutions are overperformed than raw channel matrix-based solutions yet. The decision on whether raw channel matrix or precoding matrix should be the output of AI model should be based on the evaluation results. However, for potential standard impact analysis, precoding matrix could be considered as baseline of AI model output. 

Proposal 5: Precoding matrix could be considered as baseline of AI model output.
2.4 Model monitoring, update

For CSI compression, the monitoring of AI model performance could be realized by directly original CSI data feedback. System throughput could be used to verify the validity of AI/ML model performance, but it is not a good KPI for AI/ML model monitoring in real deployment.  The dataset for AI/ML model training is generally scenario/configuration/site specific. Once the AI/ML model operation situation change, model update/switch should be considered. 

Proposal 6: Direct comparison between original CSI feedback from UE and output CSI at NW should be considered as baseline for AI/ML model monitoring.

3. Conclusion
In summary, the following observations and proposals are provided:
Proposal 1: For joint training of the two-sided model at a single side/entity, network-sided training should be considered with higher priority than UE-sided training.

Proposal 2: AI model transfer process should be specified for joint training of the two-sided model at a single side/entity.

Proposal 3: Dataset transfer from network to UE and AI model information exchanging between UE and network side should be considered for separate training at network side and UE side. 

Proposal 4: In order to support joint two-sided model training and monitoring, periodically original CSI information to be compressed at UE side could be feedback to NW side.
Proposal 5: Precoding matrix could be considered as baseline of AI model output.
Proposal 6: Direct comparison between original CSI feedback from UE and output CSI at NW should be considered as baseline for AI/ML model monitoring.
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