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Introduction
In previous RAN1 #110bis e-meeting and #111 meeting, the discussions of both the sub use cases selection and the specification impact on different model aspects are starting to narrow down to some more details. We also observe that the basic simulation results have been summarized in 9.2.4.1 and the future simulation proposals focus on some more details as well, in this contribution, we present our views on the details of several important points for AI/ML-based positioning accuracy enhancement based on the agreements made in previous meetings as well as the simulation results given from 9.2.4.1.
Sub use cases
In the previous several meetings, the following agreements [1][2][3] were made on the sub use cases selection：
	Agreement
For AI/ML-based positioning, both approaches below are studied and evaluated by RAN1:
· Direct AI/ML positioning
· AI/ML assisted positioning

Agreement
For the model input used in evaluations of AI/ML based positioning, if time-domain channel impulse response (CIR) or power delay profile (PDP) is used as model input in the evaluation, companies report the input dimension NTRP * Nport * Nt, where NTRP is the number of TRPs, Nport is the number of transmit/receive antenna port pairs, Nt is the number of time domain samples. 
· Note: CIR and PDP may have different dimensions. 
· Note: Companies provide details on their assumption on how PDP is constructed and how (if applicable) it is mapped to Nt samples.

Agreement
For evaluation of AI/ML assisted positioning, the following intermediate performance metrics are used:
· LOS classification accuracy, if the model output includes LOS/NLOS indicator of hard values, where the LOS/NLOS indicator is generated for a link between UE and TRP;
· Timing estimation accuracy (expressed in meters), if the model output includes timing estimation (e.g., ToA, RSTD).
· Angle estimation accuracy (in degrees), if the model output includes angle estimation (e.g., AoA, AoD).
· Companies provide info on how LOS classification accuracy and timing/angle estimation accuracy are estimated, if the ML output is a soft value that represents a probability distribution (e.g., probability of LOS, probability of timing, probability of angle, mean and variance of timing/angle, etc.)

Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.
Agreement
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.



From the last agreement, it is clear that the discussion on sub use case selection of AI/ML positioning can be closed at this point upon the final representative sub-use cases were defined. 
It can be seen that almost every aspect of the sub use cases selection has been agreed for further discussion, the major aspects shown in the above agreements are sub use case types, the potential model input and output for both direct and assisted sub use cases, the entity mappings and the model deployment. These agreements can be served as a supplementary together with the existing positioning framework defined in the current specification and the potential AI/ML model framework which may be defined in the future. All the signaling and procedure designs related to potential specification impacts brought by AI/ML to positioning may be categorized within these frameworks. 
Therefore, we have the following observations and proposals for sub use cases selection of the AI/ML positioning enhancement.
Observation 1 Upon the release of representative sub-use cases, the discussion on sub use case selection for AI/ML positioning has been completed. 
Observation 2 Almost every aspect has been discussed thoroughly and corresponding agreements have been given. The major aspects agreed for the sub use cases can be formed as a framework for further study.

Potential Specification Impact
Similar to the general framework and other use cases, the discussion of the specification impacts brought by AI/ML to positioning follow the basic structure and functional blocks of the potential AI/ML model lifecycle management, in the last meeting, agreements have been given for model training, model inference, model monitoring and data collection.
To be noticed, model transfer is another important aspect once drew broad discussion, however the main discussion is ongoing in section 9.2.1 and no solid agreements have been given so far, therefore our comment on model transfer is only a few concerns related to AI/ML positioning.

3.1 Data collection and model training
Data collection is a general function shared by different LCM blocks, in the previous RAN1 #111 meeting, two agreements have been given regarding data collection for model training.

	Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling, and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameters (s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305



Basically, the data required for one AI/ML training mission can be divided into three categories: the input data, the label (ground truth) data which are essential for the training operation, and furthermore, to enable or optimize the data collection, some assistance information may need to be transferred among entities. Therefore, the necessities for the AI/ML positioning model training including data collections are threefold as follows:

1) Model input data
As proposed in agreements listed in section 2, since almost all positioning methods calculates or infers the UE locations by establishing the connections between the UE position and the UE-NW channel characteristics so the typical model input data for AI/ML positioning are channel measurement results for both direct and assisted sub use cases. 
The specification impacts for model input data may be the following:
· New channel measurement types such as enhanced CIR/PDP.
· Enhanced channel measurement based on current specification.
· Pre/post processing of the measurement data.
These impacts are transparent to both AI/ML algorithms and the model lifecycle management framework, and for some sub use cases, the above impacts may not be necessary and can be regarded as implementation issues, so the entity mappings for each sub use cases are crucial for the procedure design.
There is another important aspect for model input data collection is the configuration for the data details such as type, format, size, periodicity and so on, this part may bring big specification impact, but it cannot be treated or designed separately, a general framework for data collection is necessary so this part must be discussed cross functions. For the model training, the data size and the effectiveness are important, and the subtle designs for different training scenarios and types are worthy of study as well.
Observation 3 For AI/ML positioning, the model input for training is the channel measurement result based on reference signal, including the existing legacy measurements and potential newly defined measurements.
Proposal 1 Study the specification impact on new measurement type, current measurement report enhancements and related processing for the measurement results.

2) Model label data
The ground truth or label data for the AI/ML positioning model are different from the input data which can be more flexible with multiple types, theoretically, all sorts of data which are directly or indirectly connected to the final UE locations can be served as the ground truth. 
The specification impacts for model label data may be the following:
· Label collection with configurations from different sources such as GNSS, PRU and so on.
· Label associated information which may be connected to the cell/ channel status or AI/ML model itself.
The label data quantity is typically smaller than training data, and the characteristics are more fixed such as the format, the accuracy and so on.
Proposal 2 Study the specification impacts of label data for AI/ML positioning include the label collection configuration and the label associated information selection.

3) Assistance information
There are multiple types of assistance information which can facilitate different features of data collection procedure, some of them can be integrated with the data collection procedure beyond the LCM function, and some others are related to positioning use cases only, sometimes the assistance information may be combined with other functionalities or procedures. E.g., the information for data transfer among entities, the signaling carrying the decision made for data collection with specific configurations for model training among entities. Furthermore, the data collected from different sources may be unreliable, especially for AI/ML positioning under heavy NLOS conditions, the receiver entity of the collected data has no rules to judge whether the data is accurate or not, so additional information is necessary between the data sender and receiver to assist the data quality check, for AI/ML positioning, these assistance information may be transmitted among UE, gNB and LMF for different sub use cases.
Proposal 3 Study the assistance information transmitted among entities to facilitate the collected data quality for model training or other LCM functions, so that input and label outlier samples can be mitigated before the model training.

3.2 Model monitoring
The following agreement has been given in the previous RAN1 #111 meeting.
	Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g., estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signaling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network



It is clear that the output-driven monitoring methods compare the model inference output and other assistant data to evaluate the accuracy of the model, as indicated in the agreement above, there are two types of the necessary data used for output-driven model monitoring, one is UE locations ground truth for direct AI/ML positioning method, and the other is intermediate output ground truth for assisted AI/ML positioning method. Unlike other use cases which the ground truth can be obtained by at least some legacy methods under certain circumstances, it is not easy to get any of the two types of ground truth for positioning. First of all, for direct AI/ML positioning methods, the legacy method cannot be used directly to deduce the UE locations due to their uncertainty and unpredictable calculation results under heavy NLOS environments; The UE locations can also be obtained by some other resources such as PRU, GNSS, LIDAR or WIFI, however the management of these resources are highly uncontrollable, e.g., the deployment of PRUs can vary per environment, in some cases, there may not be any PRU available for some areas, and the other methods such as GNSS are beyond RAN or even 3GPP scope, the availability and performance of these methods is highly dependent on implementation, and there may not be sufficient signaling to config or manage them from RAN side, so the UE locations obtained from these resources can barely be considered reliable. However, the model monitoring requires the highly accurate ground truth and flexible configuration, if these conditions cannot be met, then the performance of model monitoring cannot be guaranteed so the benefits for doing the model monitoring cannot be assured as well. The similar issues are also applicable for assisted AI/ML positioning method because the exact ground truth of the intermediate results such as TDOA or LOS/NLOS probabilities are difficult to be obtained as well, although there are some legacy mathematical implementations to estimate these values, the robustness of the performance is highly unreliable as well. 
Observation 4 Due to the difficulty of obtaining the ground truth with sufficient accuracy, the feasibility and benefits of output-driven model monitoring method cannot be guaranteed at least in some cases.
However, it does not mean that we should abandon the output-driven monitoring method, it is still the most efficient way to monitor the model if reliable ground truth can be given, maybe the accurate ground truth is not available across the positioning area but still reachable in part of the area or under some conditions, and these are the potential specification impacts to exchange the details of information among entities, some examples are listed below:
· The availability information of PRU given from gNB to UE in a cell or smaller area.
· Periodic requesting signaling to get the status of outer resources such as GNSS.
· Capability report for the intermediate results (e.g., LOS/NLOS probability) calculation.
· Detailed configurations on data collection from multiple entities (e.g., multiple gNBs).
· Label accuracy information request and feedback among entities. 
Based on the above analysis, we have the following proposal:  
Proposal 4 Study the essential signaling and configurations among entities to optimize the monitoring accuracy, and the monitoring entities do not make decision on triggering the output-driven monitoring until adequate information collected.
Another way to monitor the model is input-driven method, it is different from the output-driven method which the accuracy of the ground truth cannot be guaranteed, the input-driven method does not need the ground truth and the monitoring will be based on the comparison between different model inference inputs, so the feasibility is not the issue for the input-driven method, entities just need to follow the normal procedure of data collection for model inference. The specification impact for the input method is the metrics definition and calculation, for direct AI/ML positioning method, the properties of the model input can be directly connected to the wireless environment and subsequently the model generalization ability, so if the model deployment or monitoring triggering entities must report the expected metrics and the related data type so that the data generation entities can produce the data accordingly. On the other hand, for assisted AI/ML positioning method, the model performance may only be indirectly reflected by model input variations, but the model generalization issue is minor in this case, so it is suggested to combine the input and output together to jointly decide the model monitoring results.  
Proposal 5 Study the specification impact to enable input-driven monitoring metrics calculation, including data type, format, and historical data statistics.

3.3 Model identification
The following proposal has been given in the previous RAN1 #111 meeting.
	Proposal 2-3c
Regarding AI/ML model indication for LCM, to study and provide inputs on potential specification impact at least for the following aspects for AI/ML based positioning accuracy enhancement
· Whether and if so, how to indicate model at least for UE-side model (Case 1 and Case 2a)
· Note1: study is applicable to both functionality-based and model-ID-based LCM procedure
· Information element(s) of potential model indication
· model functionality or identifier
· model validity condition, e.g., applicable target scenario/configuration
· model required assistance
· Other type of information is not precluded
· Note2: study includes the applicability of information element(s) to functionality-based and/or model-ID-based LCM procedure



The model identification framework is still under discussion in 9.2.1, the debate between functionality ID and model ID is ongoing. In our parallel contribution of 9.2.1, we suggest not to preclude any of the options because both of these two mechanisms, at least for UE-sided model, the model ID can be designed as the replacement of model registration procedure, the NW or server can assign one unique common identifier to the UE as the global or long-term identifier, and functionality ID can be trigger by LCM procedure such as model monitoring, updating, selection or switching which requires multiple models to operate together, at this time, a temporary model list indexed by the functionality ID for the operations only among the models in the list, please notice that the functionality ID does not overlap or collide with the generally assigned model ID, if the model is only activated for inference purpose and not triggered by any other LCM function, then functionality ID may not be necessary and may never be assigned to this model. The model ID and functionality ID apply to all models with collaboration level y and z.
For AI/ML positioning sub use case 1, both the AI/ML model and the positioning block locate in the UE, so basically the UE itself is in charge of model performance monitoring, model selection or model switching, and the NW does not need to know the model details during data collection for model training, therefore, functionality ID is not necessary for case 1, and model ID may be assigned for some model management issues such as model operation management, e.g., to log the model inference performance under different wireless environments.
For AI/ML positioning sub use case 2a, the model is based on UE, but the positioning block locates in LMF, so LMF may trigger the model monitoring, updating, switching and so on and assign the functionality ID once upon the LCM procedure starts, information must be exchanged between UE and LMF to maintain the entire LCM procedure, and the functionality ID can be released after the LCM procedure ceases to exist.
Observation 5 Model ID and functionality ID can be both studied for further details, the co-existence of these two mechanisms is not precluded.
Proposal 6 Study specification impacts of model identification procedure for at least AI/ML positioning sub use cases 1 and 2a, and functionality identification procedure for sub use case 2a.
Basically, the contents of the identifier are defined by both UE and NW for UE-sided models, at this stage, we assume that UE is allowed to use both the model provided by the vendor, or models transferred from the NW, for the AI/ML positioning, UE can report the model aspects such as use case type, sub use case type, applicability scope, input and output details and expected inference performance, but the format of the model ID or functionality ID may not contain all the reported information and it can be decided by the NW implementation, the reported information can be stored in the NW for further usage. 
It may cause overhead issues if too many models information report from the UE to NW, so the meta data which is essential for reporting can be decided by the NW and indicate UE to follow, otherwise UE may decide by itself under the consideration of overhead.
Proposal 7 The format of the model identifier or functionality identifier is supposed to be studied in detail, the contents of the identifier are based on the model related information reported by UE, overhead issue should be considered during the reporting. 

Conclusion
Based on the above discussions, we give the following observations and proposals:

Observations
[bookmark: _Hlk127532909]Observation 1 Upon the release of representative sub-use cases, the discussion on sub use case selection for AI/ML positioning has been completed. 
Observation 2 Almost every aspect has been discussed thoroughly and corresponding agreements have been given. The major aspects agreed for the sub use cases can be formed as a framework for further study.
Observation 3 For AI/ML positioning, the model input for training is the channel measurement result based on reference signal, including the existing legacy measurements and potential newly defined measurements.
Observation 4 Due to the difficulty of obtaining the ground truth with sufficient accuracy, the feasibility and benefits of output-driven model monitoring method cannot be guaranteed at least in some cases.
Observation 5 Model ID and functionality ID can be both studied for further details, the co-existence of these two mechanisms is not precluded.

Proposals
Proposal 1 Study the specification impact on new measurement type, current measurement report enhancements and related processing for the measurement results.
Proposal 2 Study the specification impacts of label data for AI/ML positioning include the label collection configuration and the label associated information selection.
Proposal 3 Study the assistance information transmitted among entities to facilitate the collected data quality for model training or other LCM functions, so that input and label outlier samples can be mitigated before the model training.
Proposal 4 Study the essential signaling and configurations among entities to optimize the monitoring accuracy, and the monitoring entities do not make decision on triggering the output-driven monitoring until adequate information collected.
Proposal 5 Study the specification impact to enable input-driven monitoring metrics calculation, including data type, format, and historical data statistics.
Proposal 6 Study specification impacts of model identification procedure for at least AI/ML positioning sub use cases 1 and 2a, and functionality identification procedure for sub use case 2a.
Proposal 7 The format of the model identifier or functionality identifier is supposed to be studied in detail, the contents of the identifier are based on the model related information reported by UE, overhead issue should be considered during the reporting. 
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