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Introduction
Rel-18 study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, agreed in [1], includes a use case of positioning accuracy enhancement, and objectives of the SI as follows,  
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

For the use cases under consideration:

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced




In this contribution, we discuss proposals not agreed upon and topics for further study indicated as part of the agreements made in the previous meetings since RAN1-110e. Proposals and agreements are presented within a frame block to be differentiated from the content. The relevant aspects of the evaluations are described in Section 2, and the evaluation results are in Section 3. 
The relevant aspects in Section 2 consider the following topics: generalization of AI/ML models, dataset-related aspects, model refinement and tuning, analysis of one-sided and two-sided models, and model input-related discussions.
Section 3 provides the details of the simulation assumptions and dataset information. The evaluation results are related to
· model generalization on AI/ML-assisted positioning scenarios, 
· diverse data availability on direct AI/ML positioning, 
· CIR data type as model input on direct AI/ML positioning, 
· CIR sample size representation
· performance evaluation of model output on AI/ML assisted positioning.   

Section 4 provides a summary of observations and proposals.

Key outcomes:
The following outcomes and insights were obtained in this contribution:
· In Section 3.1.1, the amount of fine-tuning data impacts the LOS/NLOS prediction, especially in scenarios with unbalanced LOS/NLOS samples. In the same section, the generalization evaluation indicates that for LOS/NLOS prediction as AI/ML assisted positioning, the impact of an ML model already trained in an unbalanced dataset with LOS/NLOS samples could achieve a high accuracy prediction of LOS/NLOS links but very low quality on LOS indication. 
· In Section 3.2.1, we show the impact of lack of diversity on direct AI/ML positioning and the inter-point distance (IPD) as a potential metric of dataset quality for positioning.
· In Section 3.3.1, the results indicate that fixing the model complexity using PDP provides better direct AI/ML positioning than CIR. However, the information on CIR should not be left out. 
· In Section 3.3.2, the results indicate that by fixing the module complexity, the best direct AI/ML positioning performance is around Nt=128 samples for the PDP input model. 
· In Section 3.3.3, the LOS/NLOS classification on the Multi-TRPs scenario, the evaluation of one model for N TRPs achieves the maximum accuracy with N=1, and it is a bit degraded when the number of TRPs is increased until N=18.
· In Section 3.3.4, The performance evaluation of LOS/NLOS classification indicates that the accuracy and f1-score are relevant KPI metrics to evaluate the LOS indication.

[bookmark: _Hlk510705081]General Evaluation Aspects
Generalization of AI/ML Models
One of the most challenging aspects of using AI/ML models on positioning enhancement is to generalize the model on different scenarios, such as clutter density, clutter height, and radio impairments. For this purpose, in the state of the art of AI/ML, some techniques aim to enhance the generalization (fine-tuning, mixed dataset). In case the generalization capability is insufficient to improve the positioning, model switching is the latest attempt to strengthen estimation performance.
As part of the RAN1-110bis-e meeting, the following agreement was made:
	Agreement
For both direct and AI/ML assisted positioning methods, investigate at least the impact of the amount of fine-tuning data on the positioning accuracy of the fine-tuned model.
· The fine-tuning data is the training dataset from the target deployment scenario.

Agreement
· For AI/ML assisted approach, for a given AI/ML model design (e.g., input, output, single-TRP vs multi-TRP), identify the generalization aspects where model fine-tuning/mixed training dataset/model switching is necessary.

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
i. Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
ii. Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
iii. Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.


Complementing our contributions in previous meetings, we present in this opportunity the generalization evaluation on AI/ML-assisted positioning, specifically on LOS/NLOS indication. In this regard, we provide a generic discussion on the impact of using fine-tuning, mixed dataset, model switching, and model monitoring. Later, the evaluation results of model generalization is shared in Section 3.1. 
Impact of fine-tuning: the Impact of the amount of data used for fine-tuning is significant when all parameters of a specific AI/ML model are updated, especially for generalization purposes. Usually, the target deployment scenario increases their generalization performance. However, the generalization on the original dataset (used for the training before fine-tuning) is lost because of the over-training of parameters using the new dataset (catastrophic forgetting).
Furthermore, there is other complementary impact of the amount of fine-tuning data. It is the number of epochs used in the training process of AI/ML. Using a large number of epochs increases the chances of losing the generalization on the dataset used in the training phase. 
Impact of mixed dataset: Another approach to reach generalization is to use a mixed dataset. However, there is a trade-off between excessive use of resources to set a mixed dataset and applying fine-tuning with a certain amount of fine-tuning data.
Impact of model switching: In general, if the AI/ML generalization is not achieved because the distribution of the training dataset and the data used for inference are not matching. In this scenario, neither fine-tuning nor mixed datasets can achieve desired generalization targets. Thus, dataset/model switching is the best option to guarantee the expected accuracy of the positioning output. However, it could generate extra overhead on the signalization between the entities involved in positioning (UE/NW/LMF).
Model monitoring and triggers: before the execution of the previous methodologies to enhance the model generalization, the model monitoring evaluate the performance of the output/input of the AI/ML model. For instance, an essential life cycle management (LCM) procedure to execute model switching of an already deployed model is model monitoring. 
Based on the model monitoring, specific triggers are used to indicate a potential necessity to do a model switching, which may occur if:
· The entity using the model (or the NW itself) is detecting changes in the propagation and interference conditions, e.g., when the ML input data is statistically different than the training data for the particular ML model. 
· The inference output is statistically different than the expected output, e.g., if the ML model outputs a location estimate that is improbable relative to the past estimate (implying that the UE would have moved at a larger than that associated with the UE type).
· The entity using the model or the NW detects a performance degradation associated with using the particular ML model, e.g., the usage of an ML-based LOS detector can be correlated with a low accuracy localization of the UE for which that detector has been used. 
· The model monitoring output is indicative of performance degradation associated with using the ML model, e.g., when the ML-model test/validation output does not match the expected output. 

Observation-1: Model switching scales the upper bound performance and it was represented in all previous evaluations when the ML testing is performed on the same dataset used for ML training. Thus, RAN1 has no necessity to evaluate model switching scenarios.

Model Refinement/Tuning After Model Deployment
The following agreement was made during RAN1-110, and a question was raised related to RAN1 methods for performing model monitoring:
	Agreement
For AI/ML-based positioning, for evaluation of the potential performance benefits of model fine-tuning, report at least the following: 
· training dataset setting (e.g., training dataset size necessary for performing model fine-tuning)
· horizontal positioning accuracy (in meters) before and after model fine-tuning.

Question 3.3.3-2
Do you support that RAN1 evaluate methods for performing model monitoring for AI/ML based positioning? 



During the RAN1-111 meeting, the following agreement was achieved:
	Agreement
· For AI/ML assisted approach, for a given AI/ML model design (e.g., input, output, single-TRP vs multi-TRP), identify the generalization aspects where model fine-tuning/mixed training dataset/model switching is necessary.



Base ML model: as discussed in [3], for ML model training, the network or UE may use a pre-trained base (initial) ML model instead of a model with random weights. The base model can be obtained from training with samples simulated/measured in an echo chamber using a golden device, i.e., a device with negligible RF imperfections (or imperfections that have been compensated for). In this case, the baseline model may only be trained in LOS, and reusing the learned weights to initialize a new model can be seen as transfer learning (domain adaptation). Although an echo chamber is a general source domain, adaptation to a new environment is expected to require a more extensive dataset collected in the deployed environment. Another option for obtaining a base ML model is to use a meta-learning approach. A general (meta) model is trained using the training samples measured in different environments.
ML Model fine-tuning: the base model can be refined/tuned after deployment using a base training dataset, e.g., measured in the specific environment. Model tuning may occur either periodically or be event-trigger. For example, a recently trained model that underwent model validation that did not meet the KPI requirements is fine-tuned to adjust its hyperparameters and eventually reach the validation KPI requirement. Nevertheless, the model fine-tuning should be realized when sufficiently diverse and large training data is available to prevent catastrophic forgetting. Thus, a balance between sufficient training data and sufficient validation KPI must be stricken when deciding if and when a model requires fine-tuning. Other aspects, such as model transfer latency, overhead, and complexity, should also be considered when deciding on fine-tuning. 
[bookmark: _Toc127264463][bookmark: _Toc127264516]Proposal-1: RAN1 to evaluate the need for standardizing the procedures for triggering and/or controlling and/or monitoring the ML model adaptation, updating, and fine-tuning after model deployment. In particular, RAN1 should assess how the NW is involved when the model resides at the UE or TRP sides, e.g.:
· What entity (NW, UE, or TRP) triggers the model monitoring, 
· What is the trigger that initiates the model monitoring.

Complementing the results obtained on model refinement/tuning for direct AI/ML positioning, in this manuscript, we evaluate the generalization aspects of LOS/NLOS classification, which is a representative scenario for AI/ML assisted positioning. The results of this evaluation are detailed in subsection 3.1.


Dataset Aspects
During the RAN1-110 meeting, the following proposal was made related to the use of a range of user densities. However, it was not agreed upon:
	Proposal 5.2-3
For evaluation of AI/ML based positioning, study the impact from the user area density in the training datasets. A range of user area density is to be evaluated. The user area density is reflected by training dataset size.



During the RAN1-111 meeting, the following agreement related to user density was done:

	Agreement
Study how AI/ML positioning accuracy is affected by: user density/size of the training dataset.
Note: details of user density/size of training dataset to be reported in the evaluation.





Diverse Data Availability
The availability of required data density for model training and testing/validation is one of the key challenges in machine learning, especially in the context of positioning, where obtaining the ground truth labels in terms of UE location, LOS / NLOS condition, etc., is challenging. These challenges are visible through the evaluation of model performance using real-world data. These datasets could also be emulated in a simulated environment by assuming the availability of a limited dataset, which could be a subset of the grid-based or uniform distribution of UEs. As discussed in Sec. 3.1.3 of [4], there are various techniques, such as data augmentation, that could be applied in such scenarios to ensure sufficient model performance. 
The evaluations related to the lack of availability of diverse dataset on model performance is presented in Sec. 3.2 of this manuscript. Here, it is shown that additional techniques might be required in scenarios with limited availability of diverse data. 
It is important to highlight that in terms of training, the dataset size could be an indicator of user area density. However, this assumption is valid only when users are dropped following a uniform distribution within the simulation.
[bookmark: _Hlk127116846]Observation-2: The availability of good quality data with sufficient diversity of positioning ground truth labels and samples with accurate information for model training, testing/validation, and monitoring is one of the key challenges in AI/ML-based positioning.
Observation-3: It is important to note that training dataset size as an indication of user area density is valid only for uniform distribution of UEs within the simulation setting.
[bookmark: _Hlk127116572]Proposal-2: For evaluation of AI/ML based positioning, consider additional UE distribution options such as sparse or clustered deployment of UEs to better represent real-world scenarios.

[bookmark: _Hlk127540555]Inter-point distance metric: one of the key metrics that could indicate the dataset density is the inter-point distance (IPD) metric, discussed and evaluated in detail in Sec. 3.2. For UE-based positioning method with UE-based AI/ML model training and inference. Currently, it is unclear how to ensure that the available training data is utilized in a manner than ensures optimal model performance.
The collected training dataset can be characterized with the proposed IPD metric. It relates to the distance between neighboring measured locations and is dependent on the density and the overall spreading of the training dataset within the considered region of interest. Typically, for a training dataset with high density, the measured locations are very close, which corresponds to a low IPD value. On the contrary, for sparse training datasets with low density, the IPD value is high, as illustrated in Figure 1. This information needs to be correlated with environmental characteristics. For instance, for the same IPD value and different LOS/NLOS conditions, the reached positioning accuracy is different. 
[image: ]
[bookmark: _Ref127267412]Figure 1 - Example of training datasets with low density corresponding to high IPD value (left side) and high density corresponding to low IPD value (right side).

One fictitious example of the correlation between the environment and the IPD metric is shared in Table 1. Here, the required training dataset density expressed through the IPD metric is derived from: (1) targeted positioning accuracy and (2) the NLOS probability (%). Note that this requirement table could be maintained at LMF and corresponds to the minimum IPD threshold value as a function of the targeted accuracy and NLOS probability, which can be eventually enriched with further parameters.
[bookmark: _Ref125615481]Table 1 - Example of the correlation between the IPD metric and the NLOS probability (environment metric).
	Targeted accuracy (meters)
	NLOS probability (%)
	IPD value (meters)

	1 
	90
	0.5

	1
	20
	1

	0.5
	10
	0.6



[image: ]
[bookmark: _Ref127267700]Figure 2 - IPD aware ML model training triggering.

The proposed IPD metric can be used to optimize the training procedure, as described in Figure 2. Given the collected training dataset, the first step is to estimate the related IPD metric (section 3.2 provides an example of IPD calculation). This IPD value is then compared to the threshold value (as shown in Table 1) according to the predefined requirements. If the condition is verified, then the model can be trained using the collected training dataset. However, if this condition is not verified, then there is a high probability that the trained ML model will not be able to reach the targeted performance/accuracy. Thus, it is necessary to collect further data to reach the desired density and perform training with it.  To sum up, the proposed IPD-based training procedure performs training with it. The IPD-based procedure allows us to avoid going through useless data collection, training, and verification operations while ensuring the required positioning accuracy. 
[bookmark: _Hlk127116891]Observation-4: For the UE-based positioning method with UE-based AI/ML model training and inference, currently, it is unclear as to how to ensure that the provided training data is utilized in a manner than ensures optimal model performance.
Observation-5: The dataset size is not a relevant parameter to indicate the quality of the model training.
[bookmark: _Hlk127116582]Proposal-3: For evaluation of AI/M-based positioning, consider Inter-point distance (IPD) metric-based criteria for collection of label data to improve model training/testing/validation.

Model Input/Output Aspects

Model Input Parameters

On the topic of model input, the following proposal was made during RAN1-110. However, it was not agreed upon:
	Agreement
For the model input used in evalutions of AI/ML based positioning, if time-domain channel impulse response (CIR) or power delay profile (PDP) is used as model input in the evaluation, companies report the input dimension NTRP * Nport * Nt, where NTRP is the number of TRPs, Nport is the number of transmit/receive antenna port pairs, Nt is the number of time domain samples. 
· Note: CIR and PDP may have different dimensions. 
Note: Companies provide details on their assumption on how PDP is constructed and how (if applicable) it is mapped to Nt samples.



	Agreement 
For reporting the model input dimension NTRP * Nport * Nt of CIR and PDP, Nt refers to the first Nt consecutive time domain samples.
· If N’t (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒ N’t) time domain samples set to zero, then companies report value N’t in addition to Nt. It is also assumed that timing info for the N’t samples need to be provided as model input.



	Agreement 
For reporting the model input dimension NTRP * Nport * Nt:
· If the model input is CIR, then each input value of CIR is a complex number, i.e. it contains two real values, either {real, imaginary} or {magnitude, phase}.
If the model input is PDP, then each input value of PDP is a real value.



The topic of baseline model input is relevant since it ensures that the model could be deployed at the UE side or network side without any potential impacts on standards in terms of defining new measurements or signaling. Currently, the UE/TRP can report only the timing and RSRP values, and the signaling of CIRs from the UE to the network is not supported. It is also important to note that the CIR definition is not defined in current standards, and the CIR estimate could be significantly dependent on the UE processing capabilities. For e.g., two UEs at the same location may report CIRs of different lengths, with possibly mismatched delays, since the two UEs may implement the CIR extraction according to each of their capabilities and limitations, including the choice to possibly resample the received PRS, and introducing UE-specific spurs as a result of bandpass filtering, etc. 
Thus, if CIR is agreed upon as a baseline model input, that would imply that only UE-based direct or AI/ML assisted positioning methods are considered. However, in such a scenario, there might be challenges related to acquiring labeled training data from other UEs or from the network. Thus, it would be beneficial for RAN1 to consider received signals such as RSRP, RSRPP, ToA of strongest multi-paths, or any agreed metric, such as baseline model input.

[bookmark: _Hlk127116904]Observation-6: The UE/TRP can report only the timing and RSRP values, and the signaling of CIRs from the UE to the network is not supported.
Observation-7: If CIR is agreed as a baseline model input, that would imply that only UE-based direct or AI/ML assisted positioning methods are considered. However, in such scenario, there might be challenges related to acquiring labeled training data from other UEs or from the network.
[bookmark: _Hlk127116641]Proposal-4: RAN1 to consider existing measurements as defined in TS 38.215, such as RSRP (DL PRS RSRP and UL SRS RSRP) or RSRPP (i.e., DL PRS RSRPP and UL SRS RSRPP) as a baseline model input for evaluation of direct and AI/ML assisted positioning.
Furthermore, if CIR is considered as a potential model input, practical aspects related to how labeled data samples could be collected. One key related aspect that needs to be considered relates to the additional signaling overhead required for collecting CIR-based labeled datasets. The overhead is relevant not only for data collection for model training but also for model inference/monitoring – since, for LMF/network-based model inference and positioning, the UE would need to report this information frequently to the network.
[bookmark: _Hlk127116913]Observation-8: For CIR as model input, one key aspect that needs to be taken into account relates to the additional signaling overhead required for collecting CIR-based labeled datasets.
[bookmark: _Hlk127116650]Proposal-5: RAN1 to consider overhead for CIR reporting as part of data collection, monitoring, and model inference – for LMF/network-based positioning where the UE would need to report this information frequently to the network.
A further discussion can be added on the methodology used to calculate the CIR and PDP. It can probably help to align the equations used by each company.

Model Output Parameters
In the case of direct AI/ML positioning, the output is the horizontal UE position. However, in the case of AI/ML assisted positioning, there are many options considered as potential model output parameters. For instance, in the 3GPP RAN1-111 meeting, the following agreements related to assisted positioning model output were achieved:
	Agreement 
At least for model inference of AI/ML assisted positioning, evaluate and report the AI/ML model output, including (a) the type of information (e.g., ToA, RSTD, AoD, AoA, LOS/NLOS indicator) to use as model output, (b) soft information vs hard information, (c) whether the model output can reuse existing measurement report (e.g., NRPPa, LPP).



The performance of the model monitoring metrics for AI/ML assisted positioning aims to evaluate the accuracy of the model output. Following this assumption, in the RAN1-111 meeting, an agreement aims to study potential monitoring metrics.
	Agreement 
For AI/ML assisted approach, study the performance of model monitoring metrics at least where the metrics are obtained from inference accuracy of model output.



A trivial metric is accuracy, which is a direct mapping of predicted samples and ground-truth samples. However, this metric is not enough to evaluate the prediction quality. For instance, in the case of LOS/NLOS classification, which is binary classification, using metrics to measure the sensitivity of the prediction is an important factor to evaluate the performance of the AI/ML model. One metric to evaluate the performance of the LOS/NLOS prediction is the false positive probability (FPP), which measures the probability that an AI/ML model is predicting that a specific link is in LOS. However, if the link is in NLOS, it could carry potential issues on the legacy positioning that is being assisted. It is because usually legacy methodologies only rely on LOS links. Thus, using this LOS/NLOS with a high rate of FPP could introduce errors in the positioning estimation.
Another metric is the false negative probability (FNP), which measures the probability that an AI/ML model is predicting that a specific link is in NLOS when it is in LOS. The consequence of the prediction when this rate increases is that the legacy positioning that is being assisted could lose samples to estimate the position. For example, in case of a high rate of FNP, some legacy methodologies could be impacted because the minimum number of links could not be achieved. 
Observation-9: to evaluate the prediction of LOS/NLOS links could not remain only in the accuracy calculation. Other metrics as the false positive probability (FPP) and false negative probability (FNP), could indicate valuable information to the assisted legacy methodology in AI/ML assisted positioning.

In the case of binary classification, such LOS/NLOS prediction uses the harmonic mean of LOS/NLOS rate prediction. To evaluate this harmonic mean, the F1-score provides a single metric that weights two ratios: precision and recall using the following formula:

Where:


Here, the precision measures the quality of links predicted as LOS, and the recall measures the accuracy of links predicted as LOS [6].
In the evaluation section, these three metrics are considered to evaluate the performance of the model output parameters in AI/ML assisted positioning.
[bookmark: _Hlk127116935]Observation-10: the F1-score KPI measurement could evaluate the sensitivity of LOS prediction for AI/ML-assisted positioning.
[bookmark: _Hlk127116668]Proposal-6: RAN1 to consider accuracy and F1-score as KPIs to measure the quality/sensitivity of LOS prediction for AI/ML assisted positioning.

Evaluation Results for Positioning Sub-Use Cases
Simulation Assumptions
The parameters used in the system level simulation are described in Table 2, which is aligned with Table A.2.1-7 in 3GPP TR 38.802.

[bookmark: _Ref124887139]Table 2 - Parameters used in the simulation setup.
	
	FR1 Specific Values

	Channel model
	InF-DH

	Layout
	Hall size
	InF-DH: 120x60 m

	
	BS locations
	18 BSs on a square lattice with a spacing of 20m, located 10m from the walls.
[image: ]

	
	Room height
	10m

	Number of macro sectors per site
	1

	Penetration loss
	0dB

	Path loss model
	NR_InF_DH

	UE horizontal drop procedure
	UE's are dropped in a uniform random fashion across the entire layout while adhering to specified constraints on minimum distances.

	UE antenna height
	Baseline: 1.5m

	UE mobility
	3km/h

	Min gNB-UE distance (2D), m
	Random circle (gNBs are placed in a random circle located a given distance from the site location with min distance of 1m.)

	gNB antenna height
	Baseline: 8m
(Optional): FFS

	Clutter parameters: {density: r, height: h, size: d}
	{40%, 2m, 2m}



Dataset Description
The following datasets were generated with the simulation setup described before:
· Dataset 01: InF-DH scenario with factory clutter density of 40%, factory clutter height of 2 meters, factory clutter size of 2 meters, and factory ceiling height of 10 meters. This dataset has 21K samples and is generated with 100 different drops.
· Dataset 02: InF-DH scenario with factory clutter density of 60%, factory clutter height of 6 meters, factory clutter size of 2 meters, and factory ceiling height of 10 meters. This dataset has 12K samples and is generated with 100 different drops.
· Dataset 03: InF-DH scenario with factory clutter density of 50%, factory clutter height of 3 meters, factory clutter size of 2 meters, and factory ceiling height of 10 meters. This dataset has 20K samples and is generated with 100 different drops.


Evaluations Related to Model Generalization 
Amount of fine-tuning data on AI/ML assisted positioning 
In the 3GPP RAN1-111 meeting, the following agreement was approved by participant companies:
	Agreement 
For both direct and AI/ML assisted positioning methods, investigate at least the impact of the amount of fine-tuning data on the positioning accuracy of the fine-tuned model.
· The fine-tuning data is the training dataset from the target deployment scenario.



	Agreement 
For AI/ML assisted approach, for a given AI/ML model design (e.g., input, output, single-TRP vs multi-TRP), identify the generalization aspects where model fine-tuning/mixed training dataset/model switching is necessary.



The AI/ML assisted positioning methods aims to enhance specific parameters that could be used in a second instance for a legacy methodology. The metric considered in this report is the LOS/NLOS indicator. The summary of the evaluation is done in Table 3, Table 4, Table 5, and Table 6. In all tables, the column related to the amount of data used in the fine-tuning is highlighted in yellow.
In Table 3, and Table 4, the performance aims to be evaluated when the dataset size used for fine-tuning is high and the model is trained with dataset 1 and tuned in dataset 2. 
In Table 3, The accuracy on dataset 1 drops from 94% to 86.8% because catastrophic forgetting was introduced by using a high amount of dataset 2 during fine-tuning. In the same table, it is possible to identify a significant degradation of the F1-score. 
In Table 4, the model is trained with dataset 2 and tuned with dataset 1. Here the performance is always over 90% in all cases. However, the F1-score is very low for all scenarios, which indicates that the generalization of a model originally trained in an unbalanced dataset (ex., NLOS rate 99% and LOS rate 1%) introduces a low-quality prediction of LOS, instead that the accuracy is high.


[bookmark: _Ref127108821]Table 3 - Training and tuning of an AI/ML assisted positioning based on LOS/NLOS classification. The model is trained in dataset 1 and tuned with a high amount of information from dataset 2.
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Classification indicators

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	Accuracy
	F1-score
	FPP
	FNP

	PDP (Real)
	LOS/
NLOS 
	LOS/NLOS indication
	Dataset 1
	-
	Dataset 1
	80%
	-
	20%
	130K
	0.0132G
	94%
	0.78
	0.013
	0.045

	PDP (Real)
	LOS/
NLOS 
	LOS/NLOS indication
	Dataset 1
	Dataset 2
	Dataset 2
	80%
	80%
	20%
	130K
	0.0132G
	88.6%
	0.22
	0.00
	0.113

	PDP (Real)
	LOS/
NLOS 
	LOS/NLOS indication
	Dataset 1
	Dataset 2
	Dataset 1
	80%
	80%
	20%
	130K
	0.0132G
	86.8%
	0.21
	0.00
	0.131



[bookmark: _Ref127108831]Table 4 - training and tuning of an AI/ML assisted positioning based on LOS/NLOS classification. The model is trained with dataset 2 and tuned with a high amount of information from dataset 1.
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Classification indicators

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	Accuracy
	F1-score
	FPP
	FNP

	PDP (Real)
	LOS/
NLOS 
	LOS/NLOS indication
	Dataset 2
	-
	Dataset 2
	80%
	-
	20%
	130K
	0.0132G
	99%
	0.0004
	0
	0.001

	PDP (Real)
	LOS/
NLOS 
	LOS/NLOS indication
	Dataset 2
	Dataset 1
	Dataset 1
	80%
	80%
	20%
	130K
	0.0132G
	95.7%
	0.073
	0.04
	0.001

	PDP (Real)
	LOS/
NLOS 
	LOS/NLOS indication
	Dataset 2
	Dataset 1
	Dataset 2
	80%
	80%
	20%
	130K
	0.0132G
	95.4%
	0.05
	0.04
	0.0004



In Table 5 and Table 6, a similar exercise is done. However, the amount of data used in the tuning session is a small dataset (10%). In both tables, there is no impact on the accuracy because of fine-tuning. However, the F1-score KPI metric drops significantly.
[bookmark: _Ref127108837]Table 5 - Training and tuning of an AI/ML assisted positioning based on LOS/NLOS classification. The model is trained in dataset 1 and tuned with a small amount of information from dataset 2.
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Classification indicators

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	Accuracy
	F1-score
	FPP
	FNP

	PDP (Real)
	LOS/
NLOS 
	LOS/NLOS indication
	Dataset 1
	-
	Dataset 1
	80%
	-
	20%
	130K
	0.0132G
	94%
	0.78
	0.013
	0.045

	PDP (Real)
	LOS/
NLOS 
	LOS/NLOS indication
	Dataset 1
	Dataset 2
	Dataset 2
	80%
	10%
	90%
	130K
	0.0132G
	99.8%
	0.37
	0.0004
	0.001

	PDP (Real)
	LOS/
NLOS 
	LOS/NLOS indication
	Dataset 1
	Dataset 2
	Dataset 1
	80%
	10%
	20%
	130K
	0.0132G
	87%
	0.19
	0.00
	0.129



[bookmark: _Ref127108845]Table 6 - Training and tuning of an AI/ML assisted positioning based on LOS/NLOS classification. The model is trained in dataset 2 and tuned with a small amount of information from dataset 1.
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Classification indicators

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	Accuracy
	F1-score
	FPP
	FNP

	PDP (Real)
	LOS/
NLOS 
	LOS/NLOS indication
	Dataset 2
	-
	Dataset 2
	80%
	-
	20%
	130K
	0.0132G
	99.8%
	0.66
	0
	0.001

	PDP (Real)
	LOS/
NLOS 
	LOS/NLOS indication
	Dataset 2
	Dataset 1
	Dataset 1
	80%
	10%
	90%
	130K
	0.0132G
	92.8%
	0.76
	0.028
	0.0428

	PDP (Real)
	LOS/
NLOS 
	LOS/NLOS indication
	Dataset 2
	Dataset 1
	Dataset 2
	80%
	10%
	20%
	130K
	0.0132G
	94.5%
	0.056
	0.053
	0.0008



[bookmark: _Hlk127116952]Observation-11: the impact of training a model in an imbalanced dataset (high NLOS rates) and fine-tuning it in a balanced dataset provides high accuracy; however, the f1-score (quality LOS indication) is sensitive to fine-tuning generalization.
[bookmark: _Hlk127116683]Proposal-7: RAN1 to consider F1-score as KPI metric for LOS/NLOS classification (AI/ML assisted positioning) for unbalanced dataset scenarios to evaluate LOS indication quality.

Evaluations Related to Dataset Aspects 
Diverse Data Availability 

	Agreement (RAN1-111)
Study how AI/ML positioning accuracy is affected by: user density/size of the training dataset.
Note: details of user density/size of training dataset to be reported in the evaluation.



In this section, we present some evaluations related to the impact of the lack of diverse data availability and the application of data augmentation as a potential solution to this problem. First, we describe high-level parameters used in the evaluation (3.3.1), and in other sub-item, we share the performance evaluation (3.3.2).
Deployment scenario and simulation assumptions: we consider scenario 1, defined by a clutter density of 40%, with a clutter height of 2 meters, clutter ceiling height of 10 meters, and clutter size of 2 meters. Further details of the deployment scenario and related assumptions are shown in Table 1 in Sec. 3.1.1.
The generated dataset contains features, such as the downlink time of arrival (ToA) for each link between each BS and the specific UE (18 ToAs per UE) as well the ground truth of UE horizontal-2D location.
Performance evaluation: we consider a neural network-based positioning method (num_hidden_layers = 2, num_hidden_nodes = 500) which considers as input ToA from a variable number of TRPs (18, 9, or 6) and the 2D horizontal UE position as output.
[image: ]
[bookmark: _Ref127113833]Figure 3 - ML based positioning model considered in the current evaluation.
The performance of the ML model is assessed following a split of the total collected data into two separate sets for training and testing following different partitions. The model is first trained on the selected training set, and then the positioning accuracy is estimated on the test dataset. 
The data set can be described through the distance between the geographical locations associated with the data points, called inter-point distance (IPD). The IPD metric can be computed using Ripley’s G function (available within pointpats, which is an open-source python library for statistical analysis of planar point patterns [7]). The G function depicts the distribution of nearest neighbor distances. IPD metric is then defined as:
.
As an example, Figure 4 shows the G function for the training set corresponding to 70% of the total data and for which IPD is estimated to be 1.5 m. As expected, the higher the proportion of the training set is the closer the data points (in terms of geographical distance), which corresponds to a lower IPD value. Figure 5 shows the IPD estimated for the training set ranging from 5% to 70% of the total data (for 5% training set proportion and 95% for testing, the IPD is 5m whereas IPD=1.5 m for 70% training proportion).
Table 7 - Dataset description, model parameters, and complexity used in the evaluation of user's density scenarios.
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	ToA (from 18 TRPs)
	2d horizontal position (x, y)
	2d horizontal position (x, y)
	Inf DH (40%)
	Inf DH (40%)
	70%
	30%
	0,261 M

	0.521 M

	2.65




 [image: ]IPD 

[bookmark: _Ref127113547]Figure 4 - Example IPD metric estimation with Ripley’s G function for test data 70% of total data.
[image: ]
[bookmark: _Ref127113656]Figure 5 -
 IPD metric estimation with Ripley’s G function for different training/test split proportion.

Performance evaluation: IPD metric versus data size 
We highlight in this section the impact of training data density versus data size on the ML positioning performance. To this end, the labeled data set (radio measurements and corresponding 2D positioning) is split into training and test sets. We then consider two cases (see Figure 6):
· Case 1: The training set is located randomly on the considered region of interest (RoI). This corresponds to the conventional case. 
· Case 2: The same training set size as case 1 is considered. However, the spatial distribution of the training data is modified to have more data localized in one specific region (), whereas only sparse points are left on the rest of the RoI. 

Computing the IPD metric (using the G function as shown in Figure 7), we can see clearly the gap between two sets even with the same size. The spatial distribution impacts their IPD value as follows: 2,5m for case 1 and 6m for case 2. 
The same ML model configuration (Figure 3) is trained using dataset case 1 (model 1) and dataset case 2 (model 2). Thereafter, both models are tested using the same test data set. The obtained results are depicted in the below table for 90 percentile CDF horizontal positioning accuracy. For case 1, the obtained accuracy is 2.73 m, whereas it is 4.24 m. Thus, even with the same training dataset size but with different spatial distributions, the positioning accuracy degradation can reach 55%. This clearly shows the importance of the IPD metric to assess the training set quality and proves that the dataset size is not a sufficient parameter to characterize training data.
[image: ]
[bookmark: _Ref127113729]Figure 6 - Training data set for case 1: Random locations and case 2: Same size as case 1 but re-arranged.
 [image: ]
[bookmark: _Ref127113818]Figure 7 - G function for case 1 random training set (left) and case 2 re-arranged training set (right).


Table 8 - Horizontal positioning accuracy at CDF=90% for the evaluation related to dataset density based on IPD.
	Case 
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	
	Train
	Test
	Train
	test
	AI/ML

	1
	ToA
	2d horizontal position (x, y)
	2d horizontal position (x, y)
	Inf DH (40%)
	Inf DH (40%)
	20%
Randomly located
	80%
	2.73


	2
	ToA
	2d horizontal position (x, y)
	2d horizontal position (x, y)
	Inf DH (40%)
	Inf DH (40%)
	20%
Same size as case 1 but re-arranged (Mostly located on the left side)
	80%
	4.24



Performance evaluation: impact of the number of TRPs measurement and IPD metric data size 
Positioning accuracy is evaluated for different cases, using 90% CDF value of the calculated position error:
· ToA is measured from a variable number of 18, 9, and 6 TRPs 
· Different IPD metric values derived from different training/test partitions: [95%, 80%, 60%, 50%, 30%]

[image: ]
[bookmark: _Ref127113966]Figure 8 - Positioning accuracy vs. IPD for 18, 9, and 6 TRPs cases.

Figure 8 presents the relation between the IPD metric and horizontal positioning accuracy on the test dataset for different TRPs cases: 18, 9, and 6. 
The main conclusions derived from the obtained results are: 
· The positioning accuracy is improved with a higher number of TRPs measurements: from 5m accuracy with 6TRPs measurements to less than 3m with 18 TRPs measurements. 
· The positioning accuracy is enhanced with a lower IPD of the training data set with around 13% improvement. This enhancement is more important in the case of a lower number of TRPs.  

Performance evaluation: impact of clutter percentage 
Positioning accuracy is evaluated for different clutter cases 40%, 50%, and 60% considering the ML model (Fig.8) with 18 TRPs measurements and a split of training/test data (70% & 30%). Figure 9 shows the obtained horizontal positioning accuracy at respectively 50% and 90%. As expected, the positioning accuracy is degraded with increasing clutter percentage, which corresponds to higher NLOS. 
[image: ]
[bookmark: _Ref127114015]Figure 9 -Positioning accuracy vs. clutter case.
[bookmark: _Hlk127116981]Observation-12: The positioning accuracy improves in correlation with a higher number of TRPs measurements: from 5m accuracy with 6TRPs measurements to less than 3m with 18 TRPs measurements.
Observation-13: The positioning accuracy is enhanced with a lower IPD of the training data set with around 13 % improvement. This enhancement is more important in the case of a lower number of TRPs.
Observation-14: With the same training dataset size but with different spatial distribution, the positioning accuracy degradation can reach 55%.
[bookmark: _Hlk127116729]Proposal-8: RAN1 to agree on the importance of studying/evaluating the data diversity in general, and inter-point distance (IPD) in particular.

Evaluation related to Model Input/Output Aspects
CIR data type as model input
In the 3GPP RAN1-111 meeting, the following agreement was achieved:
	Agreement
For the model input used in evalutions of AI/ML based positioning, if time-domain channel impulse response (CIR) or power delay profile (PDP) is used as model input in the evaluation, companies report the input dimension NTRP * Nport * Nt, where NTRP is the number of TRPs, Nport is the number of transmit/receive antenna port pairs, Nt is the number of time domain samples. 
· Note: CIR and PDP may have different dimensions. 
Note: Companies provide details on their assumption on how PDP is constructed and how (if applicable) it is mapped to Nt samples.



Based on this agreement, the values of Table 9 indicates that using the same AI/ML model, the performance using PDP has almost three extra meters in the 2d horizontal error at CDF 90%. This result does not indicate that PDP is a better input parameter than CIR. However, it is clear that for a setup using CIR, there should be an extra increase in resources related to computational and model complexity.


[bookmark: _Ref127112562]Table 9 - CIR and PDP, input parameters results, using the same model complexity. This evaluation was done on dataset 1 (clutter density 40%).
	Dataset/Scenario
	PDP or CIR
	NTRPs
	Nport
	Nt
	2d horizontal error
CDF 90%

	Scenario 01 (Clutter density 40%)
	CIR
	18
	1
	128
	6.7

	Scenario 01 (Clutter density 40%)
	PDP
	18
	1
	128
	3.97



[bookmark: _Hlk127116989]Observation-15: to efficiently exploit both the channel tap gains and phases, an ML model using CIR as input is expected to be more complex than a model using PDP. In other words, to outperform a PDP-based model, the CIR-based model is expected to be larger and require more computational resources.
[bookmark: _Hlk127116752]Proposal-9: RAN1 to evaluate the gains of CIR over PDP in terms of generalization (model fine-tuning/update) and trade-off between performance and computational complexity.

CIR sample size representation
In the 3GPP RAN1-111 meeting, the following agreement was agreed:
	Agreement (RAN1-111)
For reporting the model input dimension NTRP * Nport * Nt of CIR and PDP, Nt refers to the first Nt consecutive time domain samples.
· If N’t (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒ N’t) time domain samples set to zero, then companies report value N’t in addition to Nt. It is also assumed that timing info for the N’t samples need to be provided as model input.


 
In this regard, an evaluation is done in a scenario in which the same model and computational complexity are used to evaluate a direct AI/ML positioning with PDP as the input parameter and the horizontal 2D position as ground truth. The PDP samples were truncated on different N’t values as indicated in the agreement. For each N’t value, the model was trained/tested 20 times, and an average was calculated. This average performance is represented in the axis Y of Figure 10.
Based on the assumptions commented before, the performance of the direct AI/ML positioning achieves better performance around the N’t = 128 and N’t=256.
[image: Chart, line chart

Description automatically generated]
[bookmark: _Ref127114075]Figure 10 - Horizontal 2D error -90% CDF with CIR as an input parameter of the AI/ML model using the dataset for testing. The CIR is truncated in the first N samples. The dataset used in this evaluation is the Inf-DH with 40% of clutter density.
[bookmark: _Hlk127117000]Observation-16: using the same model and computational complexity, the simulation results indicate that the most efficient PDP samples should be truncated in the initial samples. Using a large number of samples could generate extra model and computational complexity without guaranteeing a performance improvement. 
Observation-17: the number of samples used to represent the PDP or CIR has a direct impact on the computational and model complexity.
[bookmark: _Hlk127116764]Proposal-10: In case CIR or PDP will be prioritized as input parameters, RAN1 should evaluate the trade-off between complexity and performance among the available Nt input samples.

Output inference of AI/ML Assisted positioning
The following agreements were done in the 3GPP RAN1-111 meeting:
	Agreement (RAN1-111)
At least for model inference of AI/ML assisted positioning, evaluate and report the AI/ML model output, including (a) the type of information (e.g., ToA, RSTD, AoD, AoA, LOS/NLOS indicator) to use as model output, (b) soft information vs hard information, (c) whether the model output can reuse existing measurement report (e.g., NRPPa, LPP).



	Agreement (RAN1-111)
For AI/ML assisted positioning, evaluate the three constructions:
· Single-TRP, same model for N TRPs
· Single-TRP, N models for N TRPs
· Multi-TRP (i.e., one model for N TRPs)
Note: Individual company may evaluate one or more of the three constructions.



The AI/ML-assisted positioning that is evaluated corresponds to LOS/NLOS classification. A low computational and model complexity is considered in the measure of the accuracy of different scenarios. In the multi-TRPs evaluation, the N TRPs vary between 1 and 18, i.e., one model for N={1, 2, …, 18} TRPs. In each value of N several measurements of accuracy and F1-score are obtained, then the average of both is plotted in Figure 11 for the correspondent value of N. Here, the tendency is that increasing the number of TRPs has a negative impact on the average accuracy. When N=1, the accuracy achieves almost 95% and an F1-score of 0.78; when N=18, the accuracy drops to 88%, and the F1-score is a little bit enhanced to 0,85. 
[image: Chart, line chart

Description automatically generated]
[bookmark: _Ref127115047]Figure 11 - Average accuracy and F1-score for AI/ML assisted positioning with LOS/NLOS in the output model. This prediction corresponds to a multi-TRP scenario with one model for N TRPs used simultaneously. This exercise considered dataset 1 (clutter density 40%).
[bookmark: _Hlk127117043]Observation-18: For Assisted AI/ML positioning case, considering LOS/NLOS as the intermediate feature with multi-TRP (i.e., one model for N TRPs), the prediction accuracy is dropped when the number of TRPs (i.e., N) is increased.
[bookmark: _Hlk127116778]Proposal-11: For multi-TRP scenarios (i.e., one model for N TRPs), RAN1 is to consider F1-score as KPI metric for AI/ML assisted positioning to measure the LOS prediction quality.

Performance Evaluation of LOS/NLOS classification
Based on the following agreement of 3GPP RAN1-111:
	Agreement (RAN1-111)
For AI/ML assisted approach, study the performance of model monitoring metrics at least where the metrics are obtained from inference accuracy of model output.



An industrial scenario is simulated. From this setup, a snapshot of 18 links containing PDP in the downlink is used as the input parameter of an AI/ML assisted positioning. The intermediate metric that is estimated is the LOS/NLOS indication. The PDP is truncated in the first 128 samples. The summary of this evaluation is shared in Table 10.
[bookmark: _Ref127116086]Table 10 - LOS/NLOS performance evaluation in both scenarios. Scenario 01 with clutter density of 40%, and Scenario 2 with clutter density of 60%.
	
	Classification accuracy
	F1score
	False positive probability
	False negative probability

	Scenario 01 (hard selection)
	87.9% 
	0.8499
	0.059
	0.061

	Scenario 02 (hard Selection)
	99.4%
	0.659
	0.0017
	0.004



This evaluation considered four performance indicator metrics. They are the classification accuracy, the F1-score, the FPP, and the FNP. The results indicate that low FPP and FNP do not necessarily indicate quality binary estimation. However, the F1-score is a sensitive metric that complements the accuracy of LOS/NLOS classification for AI/ML assisted positioning.
[bookmark: _Hlk127116787]Observation-19: the F1-score, accuracy, false positive probability, and false negative probability are intermediate monitoring metrics for LOS/NLOS classification in AI/ML assisted positioning.

Conclusion
In this contribution, we made the following observations and proposals:
Observations
Observation-1: Model switching scales the upper bound performance and it was represented in all previous evaluations when the ML testing is performed on the same dataset used for ML training. Thus, RAN1 has no necessity to evaluate model switching scenarios.
Observation-2: The availability of good quality data with sufficient diversity of positioning ground truth labels and samples with accurate information for model training, testing/validation, and monitoring is one of the key challenges in AI/ML-based positioning.
Observation-3: It is important to note that training dataset size as an indication of user area density is valid only for uniform distribution of UEs within the simulation setting.
Observation-4: For the UE-based positioning method with UE-based AI/ML model training and inference, currently, it is unclear as to how to ensure that the provided training data is utilized in a manner than ensures optimal model performance.
Observation-5: The dataset size is not a relevant parameter to indicate the quality of the model training.
Observation-6: The UE/TRP can report only the timing and RSRP values, and the signaling of CIRs from the UE to the network is not supported.
Observation-7: If CIR is agreed as a baseline model input, that would imply that only UE-based direct or AI/ML assisted positioning methods are considered. However, in such scenario, there might be challenges related to acquiring labeled training data from other UEs or from the network.
Observation-8: For CIR as model input, one key aspect that needs to be taken into account relates to the additional signaling overhead required for collecting CIR-based labeled datasets.
Observation-9: to evaluate the prediction of LOS/NLOS links could not remain only in the accuracy calculation. Other metrics as the false positive probability (FPP) and false negative probability (FNP), could indicate valuable information to the assisted legacy methodology in AI/ML assisted positioning.
Observation-10: the F1-score KPI measurement could evaluate the sensitivity of LOS prediction for AI/ML-assisted positioning.
Observation-11: the impact of training a model in an imbalanced dataset (high NLOS rates) and fine-tuning it in a balanced dataset provides high accuracy; however, the f1-score (quality LOS indication) is sensitive to fine-tuning generalization.
Observation-12: The positioning accuracy improves in correlation with a higher number of TRPs measurements: from 5m accuracy with 6TRPs measurements to less than 3m with 18 TRPs measurements.
Observation-13: The positioning accuracy is enhanced with a lower IPD of the training data set with around 13 % improvement. This enhancement is more important in the case of a lower number of TRPs.
Observation-14: With the same training dataset size but with different spatial distribution, the positioning accuracy degradation can reach 55%.
Observation-15: to efficiently exploit both the channel tap gains and phases, an ML model using CIR as input is expected to be more complex than a model using PDP. In other words, to outperform a PDP-based model, the CIR-based model is expected to be larger and require more computational resources.
Observation-16: using the same model and computational complexity, the simulation results indicate that the most efficient PDP samples should be truncated in the initial samples. Using a large number of samples could generate extra model and computational complexity without guaranteeing a performance improvement. 
Observation-17: the number of samples used to represent the PDP or CIR has a direct impact on the computational and model complexity.
Observation-18: For Assisted AI/ML positioning case, considering LOS/NLOS as the intermediate feature with multi-TRP (i.e., one model for N TRPs), the prediction accuracy is dropped when the number of TRPs (i.e., N) is increased.
Observation-19: the F1-score, accuracy, false positive probability, and false negative probability are intermediate monitoring metrics for LOS/NLOS classification in AI/ML assisted positioning.

Proposals
Proposal-1: RAN1 to evaluate the need for standardizing the procedures for triggering and/or controlling and/or monitoring the ML model adaptation, updating, and fine-tuning after model deployment. In particular, RAN1 should assess how the NW is involved when the model resides at the UE or TRP sides, e.g.:
· What entity (NW, UE, or TRP) triggers the model monitoring, 
· What is the trigger that initiates the model monitoring.
Proposal-2: For evaluation of AI/ML based positioning, consider additional UE distribution options such as sparse or clustered deployment of UEs to better represent real-world scenarios.
Proposal-3: For evaluation of AI/ML based positioning, consider IPD metric-based criteria for collection of label data to improve model training/testing/validation.
Proposal-4: RAN1 to consider existing measurements as defined in TS 38.215, such as RSRP (DL PRS RSRP and UL SRS RSRP) or RSRPP (i.e., DL PRS RSRPP and UL SRS RSRPP) as a baseline model input for evaluation of direct and AI/ML assisted positioning.
Proposal-5: RAN1 to consider overhead for CIR reporting as part of data collection, monitoring, and model inference – for LMF/network-based positioning where the UE would need to report this information frequently to the network.
Proposal-6: RAN1 to consider accuracy and F1-score as KPI to measure the quality/sensitivity of LOS prediction for AI/ML assisted positioning.
Proposal-7: RAN1 to consider F1-score as KPI metric for LOS/NLOS classification (AI/ML assisted positioning) for unbalanced dataset scenarios to evaluate LOS indication quality.
Proposal-8: RAN1 to agree on the importance of studying/evaluating the data diversity in general, and inter-point distance (IPD) in particular.
Proposal-9: RAN1 to evaluate the gains of CIR over PDP in terms of generalization (model fine-tuning/update) and trade-off between performance and computational complexity.
Proposal-10: In case CIR or PDP will be prioritized as input parameters, RAN1 should evaluate the trade-off between complexity and performance among the available Nt input samples.
Proposal-11: For multi-TRP scenarios (i.e., one model for N TRPs), RAN1 is to consider F1-score as KPI metric for AI/ML assisted positioning to measure the LOS prediction quality.
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