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[bookmark: OLE_LINK13][bookmark: OLE_LINK14]In RAN1 #111, following agreements were made towards other aspects on AI/ML for CSI feedback enhancement [1]:
	Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  

Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.

Note: 
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW 



Potential specification impact
CSI compression with two-sided models
Model performance monitoring for CSI compression
It has been widely acknowledged that performance monitoring for CSI compression will have a significant specification impact on model LCM. In this part, we would like to present our understanding of how performance monitoring is done for CSI compression.
Firstly, we will overview possible performance monitoring methods for CSI compression models. According to the discussions in previous meeting in 9.2.1 and 9.2.2.2, following categories of monitoring methods have been given by companies: 
1) Monitoring based on inference accuracy, i.e., intermediate KPIs as monitoring metrics (e.g., SGCS); 
2) Monitoring based on system performance, i.e., eventual KPIs as monitoring metrics (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK); 
3) Other monitoring solutions, at least including (input and/or output) data distribution-based monitoring or applicable condition-based monitoring. 
We will discuss the above options item by item.
1) Monitoring based on inference accuracy: 
Inference accuracy is a direct KPI to monitor performance of models. For CSI compression, it has been agreed in 9.2.2.1 that SGCS between reconstructed CSI and target CSI would serve as one of the basic KPIs for model inference accuracy, which means that directly measuring SGCS could be a baseline monitoring method. Note that other intermediate performance KPIs for CSI compression are not precluded. Once some other KPIs are agreed to be the optional choices, they are also able to replace SGCS in performance monitoring for CSI compression. To compute SGCS for CSI compression models (or other potential KPI for two-sided models) at either NW side or UE side, it is necessary to have label data (real-time CSI measurement) and complete model at one side, which is, however, not satisfied for current training collaborations.
Observation 1: Monitoring inference accuracy is the most direct and reliable performance monitoring method for CSI compression with two-sided models.

For NW-side computation, the real-time CSI measurement is always missing and the complete model can be available if joint training at NW or separate training with NW-side first training are considered. Given the superior computation and storage capability at NW, we can assume model training happens at NW side, enabling complete models available at NW. To acquire real-time CSI measurement at NW side, a data collection procedure can be considered. According to the evaluation results, it is efficient to use enhanced legacy codebook to report ground-truth CSI measurement. The disadvantage of above method is that the overhead of CSI measurement can be large, e.g., ~1000 bits per sample to achieve enough reporting accuracy. 
Observation 2: Legacy codebook with potential enhancement can be used to report CSI measurement for performance monitoring at NW side in CSI compression.

For UE-side computation, real-time CSI measurement is available and complete model is naturally available only when joint training at UE or separate training with UE-side first training. If model training does not happen at UE, the complicated CSI reconstruction model should be transferred to UE, which may have concerns in proprietary and compatibility issues. To address this, we introduce a new framework that utilizes “proxy” models. These proxy models are trained to emulate the actual models, but with a much simpler structure and fewer parameters. As a result, the transfer of proxy models is much easier and poses fewer issues regarding overhead, model proprietary, and compatibility. Although the proxy models may not achieve the same level of performance as the actual models, this does not hinder performance monitoring. For instance, we can train a proxy model to maintain a constant gap in SGCS compared to the actual model. Our results, shown in Fig. 1, demonstrate the potential of using proxy models for performance monitoring. By adding a constant bias to the SGCS for proxy models, intermediate KPIs can be computed at the UE side without revealing the actual CSI reconstruction model. The biggest advantage of such approach is the reduction in overhead compared with sharing CSI over the air, as intermediate KPIs are small and proxy models are not required to be frequently shared or updated. 
[image: ]
Fig. 1. SGCS Comparison between proxy model result and original model result on 100 test samples.
Observation 3: Proxy model can be used to facilitate computation of inference accuracy at UE side for CSI compression, while avoiding concerns on acquiring actual CSI reconstruction part at UE. 

2) Monitoring based on system performance: 
In addition to monitoring intermediate KPIs, system performance KPIs can also be used to evaluate the performance of CSI compression models. These KPIs, such as throughput, BLER, hypothetical BLER, and NACK/ACK, can provide insights into the efficiency of the system. Conventionally, throughput and BLER are calculated at the NW side, while NACK/ACK is determined at the UE side and reported back to the NW. By comparing the instantaneous or average system performance KPIs with historical results, NW or UE can determine if the current AI/ML model is outdated, thereby avoiding the overhead of sharing CSI measurements or models.
However, compared to intermediate KPIs, system performance KPIs are affected by a larger number of factors, including user distribution, inter-cell interference, and scheduling strategies, making it more difficult to attribute any degradation in performance solely to an outdated CSI compression model. Furthermore, system performance KPIs are subject to greater fluctuations due to various time-varying factors, resulting in the need for a longer time window to ensure stable results, which may increase the latency of such monitoring methods.
Observation 4: Using system KPIs for performance monitoring in CSI compression might have difficulties in judging whether an observed system performance degradation is caused by an outdated CSI compression model or some other reasons.

3) Other monitoring methods: 
In the previous meetings, two approaches for “other monitoring solutions” were identified - monitoring based on data distribution and monitoring based on applicable conditions. It is worth noting that these two methods share some common principles. In particular, data distribution can be considered as an example of applicable conditions.
As an example, let's take the input (distribution) based monitoring. During the training phase, each model will be assigned with an applicable input distribution based on its training data. The applicable input distribution for CSI compression can be quantified using measurable variables such as the range of delay spread, angular spread, and sparsity levels in the channel. We can then calculate a hard or soft index according to real-time CSI measurements, which indicates how well a new CSI measurement matches the applicable model's input. If too many current CSI samples are not applicable for the model, we can predict a performance degradation. Advanced drifting detection techniques on data distribution can also be considered to improve the accuracy of these monitoring methods. For CSI compression, we believe monitoring input distribution at UE side is a more practical solution, and we have yet to see any feasible methods for monitoring output distribution in CSI compression.
For applicable condition-based monitoring, the procedure is similar to distribution-based monitoring, but there are more options for determining whether a model is functional, such as cell/zone IDs, indoor/outdoor environment, etc. 
One of the biggest advantages of monitoring based on data distribution or applicable conditions for CSI compression is the ease of computing inference results, as drifting detection on input data distribution does not require data/model sharing between NW and UE or calculating system-level KPIs over a long time-window. However, there are also some costs associated with this approach. Specifically, there is overhead in describing the applicable conditions for models, and monitoring accuracy might be reduced as a drifting in applicable conditions does not necessarily result in a model performance degradation, potentially causing false alarms.
Finally, we believe that performance monitoring methods should be designed in conjunction with model selection/switching/updating methods to improve their effectiveness. For instance, when considering zone ID-specific models, it is natural to monitor performance based on the UE's current zone ID. However, if we use a generic model for both indoor and outdoor scenarios, the meaning of monitoring based on indoor/outdoor detection becomes less clear.
Observation 5: Monitoring based on data distribution can be viewed as a special case of monitoring based on applicable condition.
Observation 6: There could be accuracy and reliability issues for monitoring methods based on applicable condition.
Observation 7: Design of applicable condition-based performance monitoring methods and development of scenario-/configuration-/site-specific models should be jointly considered in CSI compression.

It is suggested in 9.2.1 that any performance monitoring method should be verified for its reliability, overhead, complexity, and latency [1]. Reliability refers to how accurately the method can detect degradation in model performance, while overhead, complexity, and latency refer to the resources needed to implement the monitoring method. Within these factors, the verification of reliability needs to develop a corresponding evaluation methodology in 9.2.2.1. This methodology should be rigorously designed to ensure that it is able to accurately reflect how well a monitoring method can detect performance degradation in the CSI compression models. However, there may be some risk associated with this, given the limited time available in this study item.
Proposal 1: Study monitoring inference accuracy at NW side as a baseline for performance monitoring in CSI compression.
Proposal 2: Study method, format, and overhead of reporting high accuracy CSI measurements from UE to NW for performance monitoring in CSI compression.

Given the challenge in reliability verification, we believe that monitoring based on inference accuracy at the NW side via reporting CSI measurements could be a baseline method, as there is no obvious concern about its reliability. The overhead of CSI measurement reporting could be a potential issue. As presented in 9.2.2.1, each CSI measurement will occupy ~1000 bits UCI payload to achieve enough high accuracy. Therefore, the remaining monitoring methods, such as proxy model and monitoring based on applicable conditions, can be considered in the future to further reduce the overhead for performance monitoring. 
Proposal 3: Study other monitoring methods to reduce the signalling overhead for performance monitoring in CSI compression.

Model ID, and Model selection, switching/activation/deactivation, fallback mechanism for CSI compression

Agreements regarding model identification and selection, switching, activation, deactivation, and fallback were established in the previous meeting in 9.2.1, and two options for model management were presented: model ID-based and functionality-based. From the viewpoint of CSI compression, we believe that a clear model ID is crucial. This is because much information about models, such as performance and selection results, will be exchanged between the network and UE. An explicit model ID can clearly indicate the mapping between these pieces of information, which is more efficient than a functionality-based approach.
Proposal 4: Study model ID based LCM procedure for CSI compression with two-sided models.
When discussing model selection, switching, activation, deactivation, and fallback in CSI compression, it is important to note that there is not yet a clear definition of model selection in 9.2.1. To clarify, we understand model selection to be the process of choosing one or multiple models from a candidate list for use in the inference stage. The candidate models can be for the same or different functionalities. A general model selection procedure in CSI compression consists of the following steps:
· Triggering by events or performance monitoring.
· Monitoring performance of the candidate model list.
· Making decisions based on performance monitoring results.
The model selection procedure can be triggered in several circumstances, such as performance degradation during regular monitoring, significant changes in the UE's wireless environment, or unsatisfactory performance of legacy CSI feedback over a long time-window. In the case of performance degradation, a model selection procedure will be launched to determine if there are better models for the current situation. Significant changes in the UE's environment may also indicate potential performance degradation, while unsatisfactory performance of legacy CSI feedback may prompt a switch to AI/ML-based solutions.
After being triggered, the main procedure of model selection involves launching multiple performance monitoring procedures for each candidate on the model list. Since these candidate models are not used during regular inference, additional reference signals and/or CSI reports must be configured to calculate intermediate KPIs or other metrics. It is important to correctly map the performance monitoring results to the CSI generation and reconstruction models, which can be done by assigning a unique model ID for each model pair. Finally, the model selection decision can be made by the network, UE, or a third-party entity, with the network being the preferred option as it can make selections based on inter- and intra-cell information to improve system performance. The method of sharing the model selection results depends on the format and details of the model ID in CSI compression.
Proposal 5: Study mechanisms for the two sides to jointly select a model among multiple candidate models, including:
· Triggering conditions
· How to conduct multi-model performance monitoring for purpose of model selection
· Sharing of model selection results between NW and UE in CSI compression, where model ID based solution can be considered as a starting point.

The fallback mechanism in CSI compression is similar to model switching in that they are both triggered by the results of the model selection process. If the decision on model selection is deemed to be a "failure", then a fallback procedure is triggered. Our understanding is that once the decision on fallback has been agreed upon between the network and user equipment, the fallback procedure itself is similar for one-sided and two-sided models.
As for model switching/activation/deactivation, we believe it should be based on the outcome of the model selection process and there is no significant difference in how model switching is executed in CSI compression compared to other use cases with one-sided models if ID-based model management is used in these cases as well. 
Proposal 6: Study the potential specification impact of triggering conditions for Model selection, switching/activation/deactivation, fallback. 
Proposal 7: For ID based model management, study the following options for signaling design for model switching/activation/deactivation among multiple models: RRC-based, MAC CE-based, DCI-based.

[bookmark: _Hlk127379480]Training collaborations and development for a set of specific models
The agreements for scenario/configuration-specific and site-specific models were established in the previous meeting. We understand that the development and specification of these specific models are closely linked to the type of training collaboration considered. Hence, in this subsection, we will cover both the discussion of training collaborations and the development of these specific models.
1) Training collaboration type 1
For training collaboration type 1, the CSI generation and reconstruction components will be jointly designed and trained at a single entity. Given the superior computation capabilities and storage at the gNB side, joint training at the network will likely become the dominant approach. The training process itself won't have any explicit specification impacts, but the trained components will need to be transferred to the other side for model inference, a process referred to as model transfer.
There are two main options for model transfer: Option 0, sending updated parameters for AI/ML model with pre-defined and compiled structure, which is already supported by most chipset implementations; and Option 1, sending both the AI/ML model parameters and structure information, which may require recompilation depending on the degree of structure changes. Regardless of the option selected, a model transfer format is required to depict the detailed information of the model, including its structure and weights.
In terms of the model transfer format issue, there are three potential solutions: defining a model transfer format through 3GPP, using an existing open-source model format (e.g., ONNX), or leaving the model transfer format open to negotiation between the UE and network. While Solution 1 aligns with the needs of 3GPP, it requires significant effort. Solution 2 requires less effort but carries potential risks with open-source policies. Solution 3 is more flexible, but the negotiation process incurs additional overhead. In the long-term, we believe that further discussions and evaluations are necessary to determine the best approach for the model transfer format.
Model update in training collaboration 1: Model updates are a crucial aspect for maintaining high performance and adapting to changing environments. In training collaboration type 1, the method for updating the model is likely to be implementation-specific, but the delivery of the updated model may have some potential specification impacts. Model updates are typically achieved through transferring the updated model weights to the target entity. To minimize the overhead of model updating, techniques such as weight reuse or distillation can be utilized.
Development of scenario-/configuration-/site-specific models in training collaboration 1: In training collaboration type 1, the ability to transfer scenario-, configuration-, or site-specific models provides maximum flexibility in terms of model selection and deployment. The network can choose and transfer the models that best fit the current scenario/configuration, without the need for the models to generalize well across various scenarios/configurations. This flexibility can lead to an “overfitting” gain, where a scenario- or configuration-specific model performs better than a model designed to generalize across multiple scenarios/configurations. Our evaluations have shown that even a simple one-layer MLP is enough to achieve significant performance improvements through this “overfitting” gain [2].
However, there are also concerns about collaboration type 1, particularly regarding model proprietary issues when transferring models between entities from different vendors. This concern is less relevant for simple models, such as fully connected MLPs, but becomes a more significant issue for more complicated models.
Observation 8: Trivial model (such as fully connected MLP) is enough to provide satisfying performance for specific scenarios/configurations, of which the model transfer overhead and model complexity is very low and model proprietaries and interoperability issues does not exist.

2) Training collaboration type 2
In training collaboration type 2, the CSI generation and reconstruction parts are designed and trained separately by the network and the UE, respectively. Essential information is exchanged over-the-air to facilitate the training process, including forward-propagation information, backward-propagation information (gradients), and label data. The models trained through collaboration type 2 can achieve the same performance as those trained through collaboration type 1, assuming sufficient training epochs. 
Maintaining a separate set of models for various scenarios/configurations on both the network and the UE side could result in a heavy storage burden for the UE. Although techniques exist to train a common CSI generation part for multiple CSI reconstruction parts, multiple CSI generation parts may still be necessary. On the plus side, collaboration type 2 can keep model proprietary information mostly within the network and UE. 
Model update in training collaboration 2: Model updating in collaboration type 2 can be performed in single-sided or two-sided manner. Single-sided updating only updates either the CSI generation or reconstruction model locally, without any additional overhead in the air. However, the performance of single-sided updating is unclear. Two-sided updating involves updating both the CSI generation and reconstruction models simultaneously, requiring another training procedure that could result in improved performance. The complexity of exchanging forward- and backward-information in two-sided updating, however, may raise concerns about latency and overhead.
Development of scenario-/configuration-/site-specific models in training collaboration 2: The development of scenario-/configuration-/site-specific models in collaboration type 2 requires collecting and labelling data from various scenarios/configurations/sites. Multiple models can then be trained over-the-air. The maintenance of separate sets of models on both the network and UE side may result in storage limitations for the UE. Updating scenario-/configuration-/site-specific models or developing new ones also requires triggering another training procedure, which is not easy. As a result, developing scenario-/configuration-/site-specific models in collaboration type 2 may be more challenging than in collaboration type 1, due to additional overhead and latency.
Observation 9: For training collaboration type 2, UEs need to maintain multiple models to match different CSI reconstruction parts for various scenarios or configurations, which would be problematic from UE storage perspective.

3) Training collaboration type 3
In Training Collaboration Type 3, CSI generation part and reconstruction part are designed and trained separately at the network and UE. The challenge with separate training is to ensure that the separately trained parts match each other. Companies have addressed this issue by exchanging model input and output data between the network and UE. It is technically feasible to either exchange data from the UE to the network or from the network to the UE.
The performance of separate training depends heavily on the amount of exchanged data. If the data exchange is insufficient, there will be a noticeable performance degradation. Given enough training data, it is also important for the UE and network to align certain model information such as the quantization and dequantization methods to prevent unacceptable performance losses. Besides, our simulation results find that if the backbone structures of models are not aligned (e.g., using a CNN CSI generation part to learn the input-output relation of a transformer CSI generation part), the performance of separate training is not good. Note that such degradation cannot be fully attributed to the lower capability of models, as the joint training performance of a CNN CSI generation part and a transformer CSI reconstruction part is still much higher than that of separate training. To address the issue of scalability among devices, a single decoder can be trained to associate with multiple encoders. However, the one-to-multi structure usually suffer from performance degradation compared with one-to-one case.
One advantage of separate training is that it keeps the models proprietary within each side and reduces the overhead of exchanging data between the UE and network through data compression. However, the overhead of separate training is still higher compared to transferring trivial models and its performance is usually sub-optimal compared to joint training. Furthermore, UEs using separate training need to maintain multiple models to match different CSI reconstruction parts for various scenarios or configurations, which can pose a challenge given the limited storage space at UEs.
Observation 10: For training collaboration type 3, UEs need to maintain multiple models to match different CSI reconstruction parts for various scenarios or configurations, which would be problematic from UE storage perspective. 

Model update in training collaboration 3: Model updating in Training Collaboration Type 3 can also be divided into single-sided updating and two-sided updating, similar to Training Collaboration Type 2. Single-sided updating refers to updating the model on one side based on local data. The first training side is more convenient for performing single-sided updating, as some information about the other side's model is available. For example, if the UE side undergoes the first training, information about the CSI reconstruction model will be available at the UE side. For two-sided updating, additional data must be exchanged between the network and UE to ensure that the updated CSI generation and reconstruction models are aligned.
Development of scenario-/configuration-/site-specific models in training collaboration 3: To develop scenario- or configuration- or site-specific models in Training Collaboration Type 3, data from various scenarios, configurations, and sites must be collected and labeled in advance. During data exchange between the network and UE, the scenario or configuration or site information must also be indicated. The challenge of developing scenario- or configuration- or site-specific models in training Collaboration Type 3 is similar to that in type 2: as a large number of models must be maintained at both the network and UE, and it can be difficult to use newly collected data due to the additional signaling procedure at the training stage.

We compare the characteristics for the three training collaborations in the following table:
	
	Type 1: Joint training at single entity
	Type 2: Joint training at NW and UE
	Type 3: Separate training at NW and UE

	Interaction approach and necessary exchanging information
	Model transfer through:
Option 0: Sending updated parameters without changing the AI/ML model structure. 
Option 1: Sending AI/ML model parameter and structure information. 
	Exchanging following information over the air (for each batch): forward- and backward- propagation results, label data, hyperparameters information for training and inference, etc.
	Exchanging following information over the air: paired model input/output data for the passive side (e.g., UE sends input/output of CSI reconstruction part to gNB), some (high level) information on model structure, etc.

	Development and deployment of scenario-/configuration-/site-specific models
	Transferring specific model for the current scenario/configuration. Only one side (usually the NW) needs to store many models for different scenarios/configurations.
	Training multiple pair of models targeting different scenarios/configurations, or common encoder/decoder to multiple decoders/encoders at the cost of some performance loss. Both sides should maintain models for various scenarios/configurations.
	Training multiple pair of models targeting different scenarios/configurations, or common encoder/decoder to multiple decoders/encoders at the cost of some performance loss. Both sides should maintain models for various scenarios/configurations.

	Over-the-air overhead if supported by air interface enhancement
	Overhead depends on the model size, could be smaller for very trivial model, e.g., one-layer MLP.
	Overhead ≈ # of epoch*(forward-propagation information + back-propagation information + label information). Overhead grows linearly as the number of iterations, which is usually high.
	Depending on the size of paired model input/output data. Usually lower than type 2 but higher than type 1 with trivial models.

	Offline effort 
	N.A. 
	If exchange of derivatives is done offline, this type would require complicated offline agreement for multi-parties to develop a usable model
	If exchange of data is done offline, this type would require offline agreement for multi-parties to share data.

	Model Proprietary 
	Not keep. 
But if trivial models are used, model proprietaries issue does not exist.
	Mostly Keep

	Mostly Keep
Model structure may still need to be exposed to some extent.
Quantization must be aligned between parties.

	Performance
	Upper bound for all training collaborations 
	Some performance degradation than type 1 due to potential hyperparameter misalignment. Suffers from performance degradation when one model needs to be pair with multiple models.
	Depend on the scale of exchanged data. Could achieve that of joint training if enough data is exchanged. Suffers from performance degradation when one model needs to be pair with multiple models. 

	Storage overhead
	Smallest
	Huge:
· Data samples stored for joint training 
· Multiple models stored before-hand.
	Huge:
· Data samples stored for separate training 
· Multiple models stored before-hand.



Observation 11: Pros/cons for training collaboration type 1: 
1) Pros: Providing highest flexibility in developing scenario-/configuration-/site-specific models via model transfer and model updating
2) Pros: one side (UE or network) only needs to store models that are adaptive to specific scenarios/configurations, which could provide better performance and save storage room.
3) Pros: no need of storing large number of models at UE side.
4) Cons:  Model proprietary could not be kept during model transfer. However, if trivial models are used, model proprietaries issue does not exist.
Observation 12: Pros/cons for training collaboration type 2:
1) Pros: Model proprietary could be kept. However, if trivial models are used, model proprietaries issue does not exist.
2) Cons: Need to share real-time information on forward /backward propagation result and label data, of which the overhead is high. 
3) Cons: Need to store large number of site-specific models at UE side.
4) Cons: Both sides need to train and store a large number of models to adapt to various scenarios/configurations
Observation 13: Pros/cons for training collaboration type 3: 
1) Pros: Model proprietary could be kept. However, if trivial models are used, model proprietaries issue does not exist.
2) Cons: Need to share information on dataset.
3) Cons: Performance will degrade if shared dataset is insufficient.
4) Cons: Need to store large number of site-specific models at UE side.
5) Cons: Performance will degrade if one model need to be matched with multiple models.

Specification impacts on quantization/dequantization method

In CSI compression, quantization is the process of converting floating-point numbers to binary bits, which is the final step in the CSI generation model. Dequantization, on the other hand, is the reverse process and is typically the first step in the CSI reconstruction model. 
It has been proposed by companies that there are quantization-aware and quantization-non-aware training for CSI compression. However, according to our simulation results, quantization-non-aware training would suffer from significant performance loss when test in quantization UCI. Therefore, we believe that AI/ML models for CSI compression should anyway use quantization-aware training.
Observation 14: Quantization-non-aware training for CSI compression would suffer from a significant performance loss compared with Quantization-aware training.
Quantization methods include scalar quantization (representing a float number using several bits) and vector quantization (representing multiple float numbers using several bits and a quantization codebook). It is important to align the quantization and dequantization methods at both the network (NW) and user equipment (UE) for optimal performance.
Observation 15: If quantization method at CSI generation part and dequantization method at CSI reconstruction part are not aligned, there will be an unacceptable performance loss for AI/ML models.
In training collaboration 1, where the CSI generation and reconstruction models are jointly designed and trained, the quantization and dequantization methods can be naturally aligned. In the case of model transfer, the quantization method can be embedded into the model structure weights. If only the model weights are updated, the quantization method must be aligned beforehand during model structure negotiation, and the quantization codebook can be updated accordingly.
In training collaboration 2 and 3, where the CSI generation and reconstruction models are separately designed, a dedicated procedure for aligning the quantization method is necessary. This includes high-level quantization methods (e.g. vector or scalar) and the details of the weights involved. If the quantization method is fixed during training, it only needs to be aligned once. However, if it is dynamic or updated during training, it must be aligned immediately after changes to ensure training performance. Aligning the quantization method in collaboration 3 is more challenging as the CSI generation and reconstruction models are trained separately. A fixed quantization method is therefore preferred in this case.
Proposal 8: Study the potential specification impact of the alignment of quantization method at UE side and dequantization method at NW side based on different training collaboration types for CSI compression.

CQI reporting
	Proposal 3-3-3(v1):   
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on target CSI with realistic channel measurement  
· CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Potential CQI compensation based on some assistance of network indication if configured 
· Potential CQI compensation based on monitored performance  
· CQI is calculated based on traditional codebook
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated



During the last meeting, the issue of accurately computing Channel Quality Indicator (CQI) for CSI compression was brought up and discussed. Several potential solutions were proposed for CQI report. We understand that the primary challenge for accurate CQI computation at UE side is the unavailability of the actual decoder. If the decoder is accessible at the UE, CQI should be calculated based on the output CSI from realistic channel estimation. However, the more common scenario is when the UE cannot access the actual decoder used at NW side. In this case, we suggest that CQI should be calculated based on the target CSI with realistic channel measurement and potential adjustments. It is worth noting that adjustment is necessary here as CQI computed based on target CSI would be higher than the actual value, which may result in improper scheduling resource allocation. Additionally, there are many ways to implement the “potential adjustment” in case2-2. For example, CQI can also be computed based on the adjusted precoder apart from the target CSI. Therefore, when evaluating the performance of different options, it is recommended that companies report their specific adjusting methods.
Proposal 9: For AI/ML based CSI compression, study calculating CQI based on target CSI with realistic channel measurement and potential adjustment.
· Note: Adjustment can be done on target CSI or calculated CQI.

Data collection
Following conclusions on data collection have been made on RAN1#110b-e meeting.
	Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


For CSI compression, we understand that the data to be collected includes: 1) CSI measurements; 2) meta information related to UE or NW. For CSI measurements, as suggested by simulation results, legacy codebook (e.g., eType-II codebook) with potential enhancements (e.g., extend more configurations in L and M) can be utilized to reduce overhead while achieving enough accuracy for training and/or monitoring. 
Generally speaking, CSI measurement can be reported in a grouped manner or sample-by-sample. The grouped reporting means that the data collection entity keeps collecting CSI measurements and reports all (or part of) collected samples together; while the sample-by-sample reporting means once data collection entity collects one sample, it will be reported at once. Obviously, the grouped reporting is more suitable for model training, which needs a large amount of data but does not have stringent requirements on the timeliness of samples, while sample-by-sample reporting is more suitable for performance monitoring, where a few samples are enough but should be timely delivered. Depending on the requirement for latency, sample-by-sample reporting is better to be implemented via UCI, and grouped reporting could be realized through MAC CE or RRC signalling. As the signalling and procedure for data collection is under discussion in RAN2, RAN1 can send them an LS to clarify the requirement for data collection in CSI compression to facilitate the progress.
Observation 16: Enhanced legacy codebook can be used for data collection (CSI measurement), and enhancements for different data collection purpose can be different
Proposal 10: RAN1 could send LS to RAN2 to clarify the requirement of data collection in CSI compression (and other use cases).

Meta information can be helpful for model development. For example, if we know the cell ID for each CSI measurement, we can develop cell-specific models to improve the model performance. Apart from cell ID/zone ID/sector ID, some information related to UE devices, such as Rx antenna spacing, Rx RF gain imbalance, etc., can also be studied to figure out the need of being collected as meta information for CSI compression. From our understanding, if typical CSI compression models are well generalized across different values of a parameter, there is no need to collect it as meta information. Otherwise, it is better to collect the parameter as meta information to enable configuration-specific models to guarantee the performance.
Proposal 11: Meta information reporting for data collection should be studied to facilitate the development of scenario-/area-/configuration-specific models. 

CSI prediction
In RAN1 #111, the following agreement is achieved [1]:
	Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.



Therefore, the UE sided CSI prediction should be further discussed. 

Training style
Based on the position of training, the AI-based CSI prediction can be further divided into UE-side training case and NW-side training case. 
UE-side training requires the UE to have capability for training and keep enough computing and storage resources. NW-side training requires the collaborated data collection and model transfer between UE and NW. The corresponding procedures of these two cases are illustrated in Fig. 1 and Fig. 2, respectively.

[image: ]
Fig. 1. Procedure of UE-side training based CSI prediction.

[image: ]
Fig. 2. Procedure of NW-side training based CSI prediction.
The reporting of UE capability for AI CSI prediction is one of the common procedures for UE-side training and NW-side training scheme. The UE capability for AI CSI prediction at least should include: AI related hardware information, training capability, data collection capability, supported functionality information, supported model information, monitoring capability and finetuning capability.
For the NW-side training based CSI prediction, the transfer of training data and model is inevitable. Furthermore, the monitoring and adjustment of CSI prediction is identical for these two kinds of training.
The data collection, monitoring and adjustment (model selection/switching, deactivation, fall back etc.) is the most important procedure for CSI prediction.
Proposal 12: The model training of AI-based CSI prediction should be discussed with the consideration of NW-side training and UE-side training.
 
Data collection
Data collection is mainly related to the model training and monitoring. 
· For model training, the collection of CSIs should be categorized into the collection of historical CSIs and the collection of future CSIs. 
· For the data collection of historical CSIs, the continuity and sequential order of CSIs in one sample should be guaranteed, which impacts the storage of CSIs and the reporting mode of CSIs to the NW (if needed). If the continuity or sequential order of CSIs is disrupted, the data should be noted and/or processed.
· For the data collection of future CSIs, both the periodic CSI prediction (predict CSI on the future periodic CSI-RS location) and aperiodic CSI prediction (predict CSIs do not on the future periodic CSI-RS location) should be considered. For periodic CSI prediction, consecutive samples can be generated from historical CSIs and future CSIs by using sliding manner. However, for aperiodic CSI prediction, specific CSI-RS configurations or combination of multiple CSI-RS configurations are needed to generate samples. 
For example, a series of consecutive samples using sliding manner can be described by slot ID like [0,5,10,15,20,25->28], [5,10,15,20,25,30->33], [10,15,20,25,30,35->38]…, these samples can be generated from CSI-RS-Resource-1 with slot ID of [0,5,10,15,20,25,30,35,…] with 5 slots spacing and CSI-RS-Resource-2 with slot ID of [28,33,38,…] with 5 slots spacing and 3 slots shift from the first ones. a series of consecutive samples using non-sliding manner can be described by slot ID like [0,5,10,15,20,25->28], [30,35,40,45,50,55->58], [60,65,70,75,80,85->88]…, these samples can be generated from CSI-RS-Resource-1 with slot ID of [0,5,10,15,20,25,30,35,…] with 5 slots spacing and CSI-RS-Resource-2 with slot ID of [28,58,88,…] with 30 slot spacing. 
· From the aspect of monitoring metrics, the monitoring of CSI prediction should be divided into model performance monitoring and system performance monitoring. The collection of CSIs is only needed for model performance monitoring and only related to the future CSIs. The collection of monitoring CSI should be divided into normal-quality CSIs and high-quality CSIs. Power and resource allocation for the normal-quality CSIs are identical/similar to that for future CSI of training stage while power and resource allocation should be specifically designed (such as improving transmission power, reducing interference resources) to acquire the high-quality CSIs. Furthermore, since the monitoring is conducted during the inference, so the data collection for monitoring should not disturb the data collection of historical CSIs for inference. At last, the duration of monitoring should be specified, which impacts the configuration of CSI-RS and/or CSI report for monitoring data collection. 
If data transfer is needed, the delay requirement of data collection differs between model training and monitoring, which may result in different transmission solutions. For example, the training data does not need to transferred immediately and can be transferred by large group. However, the monitoring data should be transferred in time. Therefore, the training data can be transferred through MAC CE, RRC signalling or other offline approaches during idle time like late night while the monitoring data should be transferred immediately via UCI. As the signalling and procedure for data collection is under discussion in RAN2, RAN1 can send them an LS to clarify the requirement for data collection in CSI prediction to facilitate the progress.
Observation 17: For the data collection of historical CSIs, the continuity and sequential order of CSIs in one sample should be guaranteed, which impacts the storage of CSIs and the reporting mode of CSIs to the NW (if needed).
Observation 18: Data collection of future CSIs is different for periodic and aperiodic CSI prediction.
Observation 19: If data transfer is needed, the delay requirement of data collection differs between model training and monitoring, which may result in different transmission solutions.
Proposal 13: Data collection of AI-based CSI prediction should be studied.

Monitoring
As shown in our companion contribution with the evaluations [2], the performance of CSI prediction will change with the change of speed, transmission scenario, channel type and also impacted by the observation window and prediction window. Therefore, the monitoring and a level y/z collaboration based model adjustment such as model selection/switching, finetuning, deactivation and fall back, are needed to ensure the real time performance of AI-based CSI prediction. 
Monitoring of AI-based CSI prediction needs to be under the control of NW, which can be achieved by calculating the monitoring metrics directly at NW side or calculating the monitoring metrics at UE side and then report them to the NW side. The first solution is a NW-side calculating based monitoring and the second one is the UE-side calculating based monitoring. 
· For NW-side calculating based monitoring, UE should feedback two kinds of CSIs, i.e., predicted CSIs and monitoring CSIs. The paired relation between the predicted CSIs and monitoring CSIs should be guaranteed when designing the feedback mechanism. 
· For UE-side calculating based monitoring, the monitoring metrics reported to the NW should be specified. There are some candidates: 
· The original value of metrics such as NMSE and SGCS;
· Accuracy score or level to measure the quality of prediction (for example, score 1 is for worst prediction quality and score 10 is for best prediction quality)
The reporting of monitoring metrics can be either mandatory or conditional. The mandatory one reports all monitoring metrics while the conditional one only reports when monitoring metrics are abnormal, for example, when the metric/quality is lower/higher than given threshold.
For UE-side calculating based monitoring, another important thing is how to ensure the reliability to prevent the deceptive behavior of UE.
The monitoring should not be conducted all the time. Therefore, the triggering condition and the duration (length of monitoring window) of monitoring for CSI prediction should be discussed. The monitoring of CSI prediction can be divided as periodic trigger and event trigger (such as the change of environment, speed, cell etc.). For the periodic trigger, the specification impact will be on the definition of periods for different configurations. For the event trigger, the specification impact will be on the definition of the triggering events.
Observation 20: The monitoring and a level y/z collaboration based model adjustment such as model selection/switching, finetuning, deactivation and fall back, are needed to ensure the real time performance of AI-based CSI prediction.
Proposal 14: Monitoring of AI-based CSI prediction needs to be under the control of NW.
Proposal 15: Monitoring of AI-based CSI prediction should be studied with the consideration of NW-side calculating and UE-side calculating.

Model selection 
First of all, we believe that the decision of model selection should be controlled by NW. This is because the NW should be aware of the variation of the network, whether caused by the model changes or the other reasons, so that the NW can fully control the network and avoid the fluctuation of system performance.
As shown in our companion contribution with the evaluations [2], the generalization performance of CSI prediction with respect to deployment scenarios and speeds is not good especially when the training data set is collected only under one scenario or one speed. With the movement of UE, both the deployment scenarios and speeds will change. Therefore, to guarantee the prediction accuracy, model selection is essential for CSI prediction.
· Monitoring based model selection: In this case, the model selection is triggered by the monitoring result. If the monitoring result of on-going model is worse than the given threshold, UE can run multiple backup models together and report the monitoring results of these models to the NW. Then NW select the best model for the inference. In this case, parallel monitoring of multiple model and report of multiple monitoring result may introduce some impact on specification.
· Assistance information-based model selection: In this case, each model is labeled with a set of assistance information, e.g., speed, deployment scenarios, cell ID and so on. Once UE detect some change which is associated with different assistance information, the model for CSI prediction can be switched to the corresponding model. The measurement or acquisition of the assistance information is important for this scheme. Since the NW is responsible for the state of model, the report of assistance information or the signaling for model switching may be needed.
Observation 21: The generalization performance of CSI prediction with respect to deployment scenarios and speeds is not good especially when the training data set is collected only under one scenario or one speed.
Proposal 16: The decision of model selection of AI-based CSI prediction should be controlled by NW.
Proposal 17: The model selection of AI-based CSI prediction should be studied to guarantee the prediction accuracy with the movement of UE.

Finetuning
If the predicted future CSI is on the time occasion of a CSI measurement, finetuning is available for the AI-based CSI prediction. Finetuning is also a good way to handle the deficiency of AI-based CSI prediction with respect to generalization. For the finetuning, the starting and stopping condition/policy of finetuning should be clarified. How to determine the finetuning parameters, e.g., the pre-trained model, finetunable network layer, learning rate, batch size and epoch number, may introduce some specification impacts. The followed-by event, e.g., model switch, model set update, data set update, furthermore, may introduce some specification impacts as well.
Proposal 18: The finetuning procedure of AI-based CSI prediction should be studied.

Conclusions
Observations and proposals are summarized as follows:
Observation 1: Monitoring inference accuracy is the most direct and reliable performance monitoring method for CSI compression with two-sided models.
Observation 2: Legacy codebook with potential enhancement can be used to report CSI measurement for performance monitoring at NW side in CSI compression.
Observation 3: Proxy model can be used to facilitate computation of inference accuracy at UE side for CSI compression, while avoiding concerns on acquiring actual CSI reconstruction part at UE. 
Observation 4: Using system KPIs for performance monitoring in CSI compression might have difficulties in judging whether an observed system performance degradation is caused by an outdated CSI compression model or some other reasons.
Observation 5: Monitoring based on data distribution can be viewed as a special case of monitoring based on applicable condition.
Observation 6: There could be accuracy and reliability issues for monitoring methods based on applicable condition.
Observation 7: Design of applicable condition-based performance monitoring methods and development of scenario-/configuration-/site-specific models should be jointly considered in CSI compression.
Observation 8: Trivial model (such as fully connected MLP) is enough to provide satisfying performance for specific scenarios/configurations, of which the model transfer overhead and model complexity is very low and model proprietaries and interoperability issues does not exist.
Observation 9: For training collaboration type 2, UEs need to maintain multiple models to match different CSI reconstruction parts for various scenarios or configurations, which would be problematic from UE storage perspective.
Observation 10: For training collaboration type 3, UEs need to maintain multiple models to match different CSI reconstruction parts for various scenarios or configurations, which would be problematic from UE storage perspective. 
Observation 11: Pros/cons for training collaboration type 1: 
5) Pros: Providing highest flexibility in developing scenario-/configuration-/site-specific models via model transfer and model updating
6) Pros: one side (UE or network) only needs to store models that are adaptive to specific scenarios/configurations, which could provide better performance and save storage room.
7) Pros: no need of storing large number of models at UE side.
8) Cons:  Model proprietary could not be kept during model transfer. However, if trivial models are used, model proprietaries issue does not exist.
Observation 12: Pros/cons for training collaboration type 2:
5) Pros: Model proprietary could be kept. However, if trivial models are used, model proprietaries issue does not exist.
6) Cons: Need to share real-time information on forward /backward propagation result and label data, of which the overhead is high. 
7) Cons: Need to store large number of site-specific models at UE side.
8) Cons: Both sides need to train and store a large number of models to adapt to various scenarios/configurations
Observation 13: Pros/cons for training collaboration type 3: 
6) Pros: Model proprietary could be kept. However, if trivial models are used, model proprietaries issue does not exist.
7) Cons: Need to share information on dataset.
8) Cons: Performance will degrade if shared dataset is insufficient.
9) Cons: Need to store large number of site-specific models at UE side.
10) Cons: Performance will degrade if one model need to be matched with multiple models.
Observation 14: Quantization-non-aware training for CSI compression would suffer from a significant performance loss compared with Quantization-aware training.
Observation 15: If quantization method at CSI generation part and dequantization method at CSI reconstruction part are not aligned, there will be an unacceptable performance loss for AI/ML models.
Observation 16: Enhanced legacy codebook can be used for data collection (CSI measurement), and enhancements for different data collection purpose can be different
Observation 17: For the data collection of historical CSIs, the continuity and sequential order of CSIs in one sample should be guaranteed, which impacts the storage of CSIs and the reporting mode of CSIs to the NW (if needed).
Observation 18: Data collection of future CSIs is different for periodic and aperiodic CSI prediction.
Observation 19: If data transfer is needed, the delay requirement of data collection differs between model training and monitoring, which may result in different transmission solutions.
Observation 20: The monitoring and a level y/z collaboration based model adjustment such as model selection/switching, finetuning, deactivation and fall back, are needed to ensure the real time performance of AI-based CSI prediction.
Observation 21: [bookmark: _GoBack]The generalization performance of CSI prediction with respect to deployment scenarios and speeds is not good especially when the training data set is collected only under one scenario or one speed.

Proposal 1: Study monitoring inference accuracy at NW side as a baseline for performance monitoring in CSI compression.
Proposal 2: Study method, format, and overhead of reporting high accuracy CSI measurements from UE to NW for performance monitoring in CSI compression.
Proposal 3: Study other monitoring methods to reduce the signalling overhead for performance monitoring in CSI compression.
Proposal 4: Study model ID based LCM procedure for CSI compression with two-sided models.
Proposal 5: Study mechanisms for the two sides to jointly select a model among multiple candidate models, including:
· Triggering conditions
· How to conduct multi-model performance monitoring for purpose of model selection
· Sharing of model selection results between NW and UE in CSI compression, where model ID based solution can be considered as a starting point.
Proposal 6: Study the potential specification impact of triggering conditions for Model selection, switching/activation/deactivation, fallback. 
Proposal 7: For ID based model management, study the following options for signaling design for model switching/activation/deactivation among multiple models: RRC-based, MAC CE-based, DCI-based.
Proposal 8: Study the potential specification impact of the alignment of quantization method at UE side and dequantization method at NW side based on different training collaboration types for CSI compression.
Proposal 9: For AI/ML based CSI compression, study calculating CQI based on target CSI with realistic channel measurement and potential adjustment.
Note: Adjustment can be done on target CSI or calculated CQI.
Proposal 10: RAN1 could send LS to RAN2 to clarify the requirement of data collection in CSI compression (and other use cases).
Proposal 11: Meta information reporting for data collection should be studied to facilitate the development of scenario-/area-/configuration-specific models. 
Proposal 12: The model training of AI-based CSI prediction should be discussed with the consideration of NW-side training and UE-side training.
Proposal 13: Data collection of AI-based CSI prediction should be studied.
Proposal 14: Monitoring of AI-based CSI prediction needs to be under the control of NW.
Proposal 15: Monitoring of AI-based CSI prediction should be studied with the consideration of NW-side calculating and UE-side calculating.
Proposal 16: The decision of model selection of AI-based CSI prediction should be controlled by NW.
Proposal 17: The model selection of AI-based CSI prediction should be studied to guarantee the prediction accuracy with the movement of UE.
Proposal 18: The finetuning procedure of AI-based CSI prediction should be studied.
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