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Introduction
[bookmark: _Hlk30969022]In the recent RAN1 meetings, after several rounds of discussion on the representative sub-use cases of CSI feedback enhancement, CSI compression and time domain CSI prediction were selected as typical sub-use cases that need to be further studied. Other potential cases proposed in the early stage, e.g. CSI-RS configuration and overhead reduction, Resource allocation and scheduling, Joint CSI prediction and CSI compression, CSI accuracy enhancement based on traditional codebook and Temporal-spatial-frequency domain CSI compression using two-sided model, have been decided to lower the priority in R18. 
	Agreement  (RAN1#109e)
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Agreement (RAN1#111)
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer futher till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  


In terms of potential standardization impact, agreements have been reached on the training cooperation level, CSI reporting, CSI model output and data collection in RAN1#110[1], which are conducive to subsequent studies. 
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded.  

	[bookmark: _Hlk118317351]Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 
Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  


In RAN1#110bis-e meeting[2], more discussions on performance monitoring and quantization issues have been analyzed and agreements were made as below:
	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.
Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection
Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE


In RAN1#111 meeting[3], conclusions on training collaboration type 2, more detailed agreements on training collaboration type 3 and quantization issues, have been made as below:
	Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.
Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared inputof the UE side CSI reconstruction part is before or after quantization.
Agreement
For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· Fixed/pre-configured quantization method/parameters is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the quantization method/parameters during the training
· Note: the above cases apply for training Type 1/2/3
· Others are not precluded.
Agreement
For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, if R16 Type II-like method is considered, companies to report the R16 Type II parameters with specified or new/larger values to achieve higher resolution of the ground-truth CSI labels, e.g., L, ,  , reference amplitude, differential amplitude, phase, etc.


In this contribution, we will continue to discuss the AI-based CSI enhancement, with the focus on corresponding specification impact on NR. 

CSI compression
[bookmark: _Hlk115167860]2.1 Training collaboration
[bookmark: _Hlk115101716]In RAN1#110 meeting, 3 different training collaboration types were agreed, i.e. (1) joint training of the two-sided model at a single side/entity, (2) joint training of the two-sided model at network side and UE side, and (3) separate training at network side and UE side respectively.
· For training collaboration type 1, UE side and NW side models will work well together as they are trained jointly. With aligned datasets, model structures and hyperparameter configurations, the training performance of type 1 is superior to the other two schemes, because the gradient quantization required by type 2 and the separate training required by type 3 may introduce unexpected performance loss during the training procedure. However, a drawback of type 1 training is it needs model exchange between different nodes. For example, after training a model on the UE side, the decoder needs to be transmitted to the NW for use, or vice versa. There will be concerns about model privatization among the participating nodes during above processes. 
The potential standardization impact of training collaboration type 1 is mainly on the model transfer.
· For training collaboration type 2, the advantage is that UE and NW need not to reveal their local models to the other side. Only partial parameters or gradients (e.g. parameters or gradients corresponding to encoder output layers and/or decoder input layers) may need exchange between different nodes. However, this solution relies on the real-time interaction of FP/BP exchange between UE and NW. Besides, the overhead caused by FP and BP exchange would be extremely huge if the training process requires rounds of training to obtain a converged model. The potential standardization impact of training collaboration type2 is mainly on the demand for uplink and downlink transmission caused by periodic interactions for the FP/BP exchange. In addition, since the model is trained on UE and NW respectively, there are also potential standardization impacts on issues such as how to align the model interfaces as well as the quantification schemes
In RAN1#111 meeting, companies have agreed that “In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI”.
· For training collaboration type 3, it is also a solution to handle the concerns on model privatization. It is more flexible than the type 2 training as it does not require too much collaboration during the training process. 
However, the disadvantage of type 3 scheme is it needs to transmit a large amount of training data. The performance of training depends on the quality and quantity of these training date, e.g. as discussed in [4], 2GB training data is required and needs to be transmitted to ensure that the model performance obtained through training type 3 is equivalent to the model performance obtained through ideal training mode.
In addition, another concern related to training collaboration type 3 is that the upper bounder of the AI/ML model may be controlled by the node(NW or UE) providing training data to the other side. For example, the performance of UE-side local encoder will be limited by the data set that obtained from NW side, e.g. in [4] it is obvious that the given training data set determines the upper bounder of the CSI model performance.
Besides, for NW first training, the CSI-input format adopted by UE may be constrained to the interface format of the dataset obtained from NW. For example, when the data input type given by NW is eigenvector while the model input type expected by UE is raw channel, the UE cannot effectively conduct training/inferencing directly from raw channel information. 
In view of above concerns and uncertainties, for training collaboration type 3, flexible and on-demand transmission mechanism should be supported to ensure that the transmission of training data can meet the different needs of users in terms of model performance, transmission cost, data characteristics, and interface types.
Proposal 1: In training collaboration type 3,
· For NW first training, NW needs to provide UE with data sets that meet different requirements, e.g. on model performance, transmission cost, data characteristics and CSI input types
· For NW first training, UE needs to provide NW with data sets that meet different requirements, e.g. on model performance, transmission cost and data characteristics
2.2 Data collection
[bookmark: _Hlk127182089]Regarding data collection, in addition to the raw data(e.g. raw channel matrix, precoding matrix ), the metadata (e.g. assistance information relates to scenarios and configurations) is also important for model training and optimization. When processing AI/ML training tasks, information about data attributes, acquisition methods and deployment scenarios of the raw date can effectively improve the efficiency of model training/verification/ testing/fine-tuning. In addition, ID tags associated with metadata can be utilized to facilitate the indication and description of the data.
Proposal 2: Study data collection, including
· Identify the metadata that could be helpful to the AI/ML training/verification/testing/fine-tuning, e.g. assistance information relates to scenarios and configurations
· Study potential signaling and procedure to enable metadata collection
Proposal 3: ID tags associated with metadata can be used to facilitate the indication and description of training data
Besides, in the last meeting, companies also put forward suggestions on CSI-RS/SRS enhancements and codebook enhancements to achieve high-resolution data collection for AI/ML model training/verification/testing/fine tuning. However, from our understanding, detailed designs on the enhanced CSI-RS/SRS and enhanced codebook-based CSI feedback mechanism beyond the scope of this study. In R18, we should identify whether the existing CSI-RS/ SRS and CSI feedback mechanisms could meet the needs of model training/verification/testing/fine-tuning. If not, the loss caused should be evaluated. As for the RS/codebook enhancements and detailed designs, these could be left to the MIMO section for subsequent studying. 
Proposal 4: Study data collection, including
· Identify whether the existing CSI-RS/SRS and CSI feedback mechanisms could meet the needs of model training/verification/testing/fine-tuning 
2.3 Inference related spec impact
2.3.1.  CSI Report
Regarding CSI report, in the legacy CQI calculation, UE could derive the PMI for a CSI report and then calculate the CQI based on the PMI. The CQI in UE side is aligned with NW since the same PMI is used to generate the precoder. For AI/ML-based CSI compression, if a UE does not have the decoder for CSI recovery, it is hard for the UE get to know the output CSI recovered by the CSI reconstruction part on NW side. Therefore, misalignment for the CQI calculation arises during the CSI feedback procedure.
In the previous meeting, different options have been discussed to handle this issue, including,
· CQI is calculated based on target CSI from realistic channel
· CQI is calculated based on target CSI from realistic channel with potential adjustment 
· CQI is calculated based on CSI reconstruction output 
· CQI is calculated based on traditional codebook
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.
From our understanding, basically there are two different solutions, i.e. 
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation
For Case1, the CSI reconstruction part should be available on the UE side and there would be no gap between the CQI calculated by UE and the one calculated by NW. 
For Case2, the basic assumption is that UE does not have a well-trained decoder for inference and cannot obtain the accurate output CSI to align with NW-side CSI. To handle this problem, different schemes can be studied, e.g. CQI can be calculated based on target CSI from realistic channel, or CQI can be calculated based on traditional codebook. The feasibility for each approach should be determined first. e.g. how to compensate the gap between the CSI calculated by UE side and NW side, and how to derive CQI with a reconstructed precoder. Besides, it is necessary to evaluate how much does the difference between the CQI calculation results on the UE side and the NW side affect the eventual system scheduling performance. If the impact of this deviation on system scheduling is not significant, it seems not necessary to introduce additional complex mechanisms to avoid the above impact. Otherwise, the complexity of each CQI calculation method needs to be evaluated, including the computing complexity and potential RS/signaling overhead. Higher complexity will bring additional system burden. For example, when calculating RI, if the method based on traversing different ranks is used to determine a target RI, the CSI computing scheme with high complexity will bring huge computing overhead and delay.
Proposal 5: In CSI compression using two-sided model use case, further study the following cases for CQI determination in CSI report, if CQI in CSI report is configured. 
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including 
· CQI is calculated based on target CSI from the realistic channel estimation
· CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Potential CQI compensation based on some assistance of network indication if configured 
· Potential CQI compensation based on monitored performance
· CQI is calculated based on traditional codebook
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead
[bookmark: _Hlk111040139]2.3.2.  Input of CSI generation part
Regarding the input of CSI generation part, companies have different views on whether the input of CSI compression model needs to be standardized. One proposal is the interface does not need to be defined in 3GPP. For example, if the training and model delivery are achieved by third parties and transparent to 3GPP, the interface does not need to be defined in 3GPP protocols. Different manufacturers can process the acquired channel information according to their own requirements. The other proposal is to clearly define the model input interface in 3GPP scope, e.g. when a gNB transmits an AI/ML model to a UE, a clear interface definition(e.g. data type, dimension size, input range, normalization/quantification schemes) is conductive to better use of the model. Otherwise, it will be so difficult for the UE to determine which information can be used as the input of the CSI compression model.
From our understanding, these two proposals are not exclusive and both can be analyzed and considered in subsequent studies.  In both hypotheses, a clear interface definition is required. The only difference is whether this definition is determined outside 3GPP or within the 3GPP protocol. For the first one, it can be considered as a kind of hypothesis that does not need too much 3GPP protocol supports. For the second one, it is necessary to study whether some corresponding standardization works will be required for the interface description and indication, e.g. content and configuration.
Proposal 6: Regarding the CSI input, 
· when UE obtains the encoder from NW in a 3GPP non-transparent way, the network needs to explicitly or implicitly indicate the input interface format of the encoder, e.g. data type, dimension size, normalization/quantification schemes.
· when UE obtains the encoder in a 3GPP transparent way, no need to indicate the input interface through 3GPP protocols
2.3.3.  Output of CSI reconstruction part
Regarding the CSI reconstruction part output, the precoding matrix and the raw channel matrix are two options for further study. From our understanding, the precoding matrix is only for the clipping and processing of the raw channel. Therefore, seems the ideal raw channel is more favorable for subsequent channel state analysis and utilization. However, what NW could get after a CSI feedback procedure is not the ideal channel, but the recovered one after compressing and feedbacking with information loss. Compare to the codebook-based approaches, currently it is difficult to obtain a good compression/recovery performance for the raw channel considering the larger sample size and limited feedback bits, e.g. using dozens or one or two hundred bits to complete a high-quality compression and recovery. Besides, considering the obtained raw channel will be decomposed into eigenvectors/PMI for use eventually in 5G, the feedback of the raw channel may not bring extra performance gains. Therefore, precoding matrix based model output should be studied as the baseline. Necessity and feasibility of Raw Channel matrix based model output should be further evaluated
Proposal 7: For CSI compression using two-sided model use case, further study potential specification impact of the following nominal output CSI/nominal input CSI options: 
· Option 1: Precoding matrix
· 1a: The precoding matrix is in spatial-frequency domain
· 1b: The precoding matrix is in angular-delay domain 
· Option 2: Raw Channel matrix
· 2a: raw channel is in spatial-frequency domain
· 2b: raw channel is in angular-delay domain 
· Note: Option 1 is prioritized in R18 SI. Further down-selections are not precluded
2.3.4.  Quantization
For the quantization, a basic principle is the quantization/dequantization method should be aligned between UE and NW.
From our understanding, at least two factors need to be addressed. One is whether the quantitative function is involved in the model training process. In the last meeting, three cases have been agreed for further discussion, including, 
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase
· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
Case 1 is a basic solution in which the quantization/dequantization module can be added after the training procedure. 
For case 2-1, quantization/dequantization module is involved in the CSI model training process, but the quantization module itself does not need to be trained or updated, e.g. a fixed scalar quantization/dequantization scheme is utilized. The advantage is that the impact of quantization/dequantization has been considered when training a CSI encoder and a corresponding decoder, so that better CSI compression and recovery performance can be expected from the training results. 
For case 2-2, quantization/dequantization module is involved in the CSI model training process, and the quantization module itself also needs training and updating during the CSI model training process, e.g. a trainable vector quantization/dequantization scheme is embedded into the CSI model, it can make the quantization/dequantization scheme better match the CSI data to be quantified and the CSI model to be used.
The benefits of different quantization/dequantization methods need to be checked through solid simulations. In addition, the training complexity, calculation complexity, signaling cost for indication and standardization impact of different quantization/dequantization methods also need to be further evaluated. If the quantization scheme is not a key contributor to CSI compression/recovery performance, quantization schemes that are relatively simple, easy to indicate and have less standardization impact should be selected.
Proposal 8: The training complexity, inference complexity, signaling cost for indication and standardization impact of different quantization/dequantization methods need to be evaluated.
· If the quantization/dequantization scheme is not a key contributor to CSI compression/recovery performance, the quantization/dequantization schemes that are relatively simple, easy to indicate and have less standardization impact(e.g. case 2-1) should be selected first.
The other one is the impact of different training types on the use of quantization/dequantization schemes. For training collaboration type 1, the alignment of quantization/dequantization modules can be solved through implementation. For training collaboration type 3, especially when quantization/dequantization modules are involved in the CSI model training process, it may be necessary to specify the quantization/dequantization methods to ensure the encoder and encoder to be well trained and could work together.
Proposal 9: In CSI compression using two-sided model use case, further study potential specification impact on the quantization/dequantization method for the compressed CSI, including
· At least for training collaboration type3, quantization/dequantization methods should be specified and aligned to ensure the encoder and encoder to be well trained and could work together
· For NW first training, network should indicate the quantization [or the dequantization] method for the compressed CSI to UE.
· For UE first training, UE should indicate the dequantization [or the quantization] method for the compressed CSI to NW.
· Study potential signaling and procedure to indicate the quantization/dequantization method
2.4 Life cycle management
LCM is a key issue that has been discussed in the General aspects of AI/ML framework. Based on the agreement, the definition and necessity on data collection, model training, [model registration], model deployment, [model configuration], model inference operation, model selection/activation/deactivation/switching/ fallback operation, model monitoring, model update, model transfer, UE capability need to be further studied.
Regarding the performance monitoring metrics/methods, several options have been agreed in the last meeting for further study, e.g. 
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection
From our understanding, similar to the RLF/BF procedures defined in previous releases, for the AI/ML model monitoring, eventual KPIs(e.g., hypothetical BLER) should be utilized for the performance monitoring. Other options can be used to equivalent convert into the eventual KPI by implementation. For example, UE can estimate the system performance by measuring some intermediate results, e.g. UE can estimate the change of BLER/ throughput through the measurement of SGCS. This kind of evaluation may also require the network to provide some assisted information, e.g. labels for SGCS evaluation. Besides, UE can try to evaluate the impact of data drift between training dataset and observed dataset on eventual system performance as well. For example, when UE obtains the AI/ML model, it can also obtain some distribution information of the expected input data, or directly obtain the data drift evaluation model that matches the CSI model to be used.
Proposal 10: Regarding the performance monitoring metrics/methods for AI/ML model monitoring, eventual KPIs(e.g., hypothetical BLER) should be utilized for the performance monitoring, other options can be used to equivalent convert the eventual KPI by implementation.
[bookmark: _Hlk118467501]For the performance monitoring, it could be done either on UE side or NW side. For UE-side monitoring, UE monitors the model performance and report results to NW. NW side makes the decision of model activation/deactivation/updating/switching. For NW-side monitoring, NW monitors the model performance and make decisions by itself. Actually, above procedures involve two phases, i.e. the model performance monitoring phase and the decision-making phase. 
From our understanding, for the model performance monitoring phase, necessity and feasibility of following cases should be further evaluated:
· Case 1: UE monitors the model performance by itself
· Case 2: UE monitors the model performance with the help of NW, e.g. ground truth delivery from gNB to UE
· Case 3: NW monitors the model performance by itself
· Case 4: NW monitors the model performance with the help of UE, e.g. ground truth delivery from UE to gNB 
Regarding different cases listed above, no matter where the performance monitoring is performed on UE side or NW side, it is preferable to avoid extra overheads (e.g. too frequent ground truth data delivery that could be happened in case 2 and case 4) caused by the performance monitoring procedure. For case 1 and case 2, i.e. the UE-side performance monitoring, signaling and procedures to report the model performance monitoring results should be further evaluated as well.
Proposal 11: Regarding the model performance monitoring, necessity and feasibility of following cases should be evaluated:
· Case 1: UE monitors the model performance by itself
· Case 2: UE monitors the model performance with the help of NW, e.g. ground truth delivery from gNB to UE
· Case 3: NW monitors the model performance by itself
· Case 4: NW monitors the model performance with the help of UE, e.g. ground truth delivery from UE to gNB 
· Note1 - Unnecessary overheads, e.g. too frequent and huge ground truth data delivery in case 2 and case 4, caused by performance monitoring procedures should be avoided.
In addition, the stability of the performance evaluating and decision-making mechanism should be further studied to avoid the interference of random effects on the evaluation results. For example, multiple attempts within an evaluation window both in PHY and high layers would be helpful to obtain a relatively stable evaluation result. And then effectively trigger subsequent actions, such as model updating and switching. Besides, multi-user involved mechanism should be addressed as well, e.g. it is necessary to consider whether the model should be updated or optimized if only parts of the UE report the AI/ML model is failure. If NW makes a model failure judgment until receiving model failure indications from a large amount of UE, it may cause a delayed model update. While if NW directly updates the AI/ML model after receiving a few users’ model failure indication, it may lead to frequent AI/ML model management operations and unnecessary control overheads.
Proposal 12: The stability of the performance evaluating and decision-making mechanism should be further studied to avoid the interference of random effects on the evaluation results. 
· multiple attempts within an evaluation window both in PHY and high layers would be helpful to obtain a relatively stable evaluation result
· multi-user involved mechanism should be addressed
For the model switching/updating, high priority should be given to basic LCM solutions, e.g. the selection and use of the most suitable scheme through reasonable performance monitoring, necessary signaling indication and model switching/downloading. Some more challenging LCM schemes, e.g. online real-time model training and updating, can be evaluated in subsequent studies.
Proposal 13: Regarding the model switching/updating, 
· Give high priority to basic LCM solutions, e.g. the selection and use of the most suitable scheme through reasonable performance monitoring, necessary signaling indication and model switching
· More challenging LCM schemes, e.g. online real-time model training and updating, can be evaluated in following releases.
2.5 Deployment 
Regarding the timeliness of model deployment, the challenge of implementing real-time model deployment at this stage seems enormous. Optimization, compiling and testing of a new model often require a long time to prepare and conduct. Therefore, non real-time deployment of models could be given priority as the basic assumption in R18 subsequent discussions. In addition, it is also necessary to distinguish the deployment of whole model and the deployment of partial model. If a model deployment only involves the update of model weights and does not need to update the model structure, then the deployment issue could be relatively easy to handle. Besides, it is obvious that the deployment difficulty of complex models and simple models must be different. These factors should be considered when discussing AI/ML model deployment. From our point of view, scenarios for non real-time deployment, partial model deployment and simple model deployment can be considered as the basis for subsequent research in Rel-18. Other scenarios with high complexity should be checked to see whether it is a bottleneck at this stage. 
Proposal 14: Regarding the model deployment, 
· In Rel-18, analyze the requirement of AI/ML model deployment, and distinguish the impact of different conditions and assumptions, including: 
· Real-time deployment and non real-time deployment
· Whole model deployment and partial model deployment (e.g. only updating model weights)
· Deployment of complex models and deployment of simple models
· Scenarios for non real-time, partial model deployment and simple model deployment can be considered as the basic deployment assumption for subsequent research in Rel-18. 
· FFS Other scenarios 

Time domain CSI prediction
In RAN#111 meeting, the time domain CSI prediction has been agreed to be a representative sub use case for further evaluation. From our understanding, at least the following two aspects should be studied to evaluate the performance gain and identify the potential spec impacts.
· Impact on throughput caused by scheduling delay and outdated CSI. For example, when the CSI is derived at time T and is utilized at time T+Xms(e.g. X=1,2,3,4), the CSI prediction would be needed to compensate the difference of channel state caused by the scheduling delay, as shown in Figure1(a).
· [bookmark: _GoBack]Reduction of CSI-RS overhead. For example, CSI-RS with long periodicity (e.g. 40ms/80ms/ 160ms) can be used together with the CSI prediction mechanisms to avoid redundant CSI-RS overheads, as shown in Figure1(b), or parts of a periodic CSI-RS can be punctured and the CSI on the corresponding locations can be replaced by the predicted CSI as shown in Figure1(c).
Proposal 15: For R18 time domain CSI prediction, following two aspects should be studied to evaluate the performance gain and identify the potential spec impacts.
· Impact on throughput caused by scheduling delay and outdated CSI
· Reduction of CSI-RS overhead


(a) 

       
(b) 

  
(c) 
Figure 1.  Different assumptions on the CSI prediction 

Conclusion
In this contribution, we provide some discussions on the sub use selection and possible specification impacts on AI/ML for the CSI feedback enhancement. Based on the discussions, we have following proposals:
Proposal 1: In training collaboration type 3,
· For NW first training, NW needs to provide UE with data sets that meet different requirements, e.g. on model performance, transmission cost, data characteristics and CSI input types
· For NW first training, UE needs to provide NW with data sets that meet different requirements, e.g. on model performance, transmission cost and data characteristics
Proposal 2: Study data collection, including
· Identify the metadata that could be helpful to the AI/ML training/verification/testing/fine-tuning, e.g. assistance information relates to scenarios and configurations
· Study potential signaling and procedure to enable metadata collection
Proposal 3: ID tags associated with metadata can be used to facilitate the indication and description of training data
Proposal 4: Study data collection, including
· Identify whether the existing CSI-RS/SRS and CSI feedback mechanisms could meet the needs of model training/verification/testing/fine-tuning 
Proposal 5: In CSI compression using two-sided model use case, further study the following cases for CQI determination in CSI report, if CQI in CSI report is configured. 
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including    
· CQI is calculated based on target CSI from the realistic channel estimation
· CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Potential CQI compensation based on some assistance of network indication if configured 
· Potential CQI compensation based on monitored performance
· CQI is calculated based on traditional codebook
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead
Proposal 6: Regarding the CSI input, 
· when UE obtains the encoder from NW in a 3GPP non-transparent way, the network needs to explicitly or implicitly indicate the input interface format of the encoder, e.g. data type, dimension size, normalization/quantification schemes.
· when UE obtains the encoder in a 3GPP transparent way, no need to indicate the input interface through 3GPP protocols
Proposal 7: For CSI compression using two-sided model use case, further study potential specification impact of the following nominal output CSI/nominal input CSI options: 
· Option 1: Precoding matrix
· 1a: The precoding matrix is in spatial-frequency domain
· 1b: The precoding matrix is in angular-delay domain 
· Option 2: Raw Channel matrix
· 2a: raw channel is in spatial-frequency domain
· 2b: raw channel is in angular-delay domain 
· Note: Option 1 is prioritized in R18 SI. Further down-selections are not precluded
Proposal 8: The training complexity, inference complexity, signaling cost for indication and standardization impact of different quantization/dequantization methods need to be evaluated.
· If the quantization/dequantization scheme is not a key contributor to CSI compression/recovery performance, the quantization/dequantization schemes that are relatively simple, easy to indicate and have less standardization impact(e.g. case 2-1) should be selected first.
Proposal 9: In CSI compression using two-sided model use case, further study potential specification impact on the quantization/dequantization method for the compressed CSI, including
· At least for training collaboration type3, quantization/dequantization methods should be specified and aligned to ensure the encoder and encoder to be well trained and could work together
· For NW first training, network should indicate the quantization [or the dequantization] method for the compressed CSI to UE.
· For UE first training, UE should indicate the dequantization [or the quantization] method for the compressed CSI to NW.
· Study potential signaling and procedure to indicate the quantization/dequantization method
Proposal 10: Regarding the performance monitoring metrics/methods for AI/ML model monitoring, eventual KPIs(e.g., hypothetical BLER) should be utilized for the performance monitoring, other options can be used to equivalent convert the eventual KPI by implementation.
Proposal 11: Regarding the model performance monitoring, necessity and feasibility of following cases should be evaluated:
· Case 1: UE monitors the model performance by itself
· Case 2: UE monitors the model performance with the help of NW, e.g. ground truth delivery from gNB to UE
· Case 3: NW monitors the model performance by itself
· Case 4: NW monitors the model performance with the help of UE, e.g. ground truth delivery from UE to gNB 
· Note1 - Unnecessary overheads, e.g. too frequent and huge ground truth data delivery in case 2 and case 4, caused by performance monitoring procedures should be avoided.
Proposal 12: The stability of the performance evaluating and decision-making mechanism should be further studied to avoid the interference of random effects on the evaluation results. 
· multiple attempts within an evaluation window both in PHY and high layers would be helpful to obtain a relatively stable evaluation result
· multi-user involved mechanism should be addressed
Proposal 13: Regarding the model switching/updating, 
· Give high priority to basic LCM solutions, e.g. the selection and use of the most suitable scheme through reasonable performance monitoring, necessary signaling indication and model switching
· More challenging LCM schemes, e.g. online real-time model training and updating, can be evaluated in following releases.
Proposal 14: Regarding the model deployment, 
· In Rel-18, analyze the requirement of AI/ML model deployment, and distinguish the impact of different conditions and assumptions, including: 
· Real-time deployment and non real-time deployment
· Whole model deployment and partial model deployment (e.g. only updating model weights)
· Deployment of complex models and deployment of simple models
· Scenarios for non real-time, partial model deployment and simple model deployment can be considered as the basic deployment assumption for subsequent research in Rel-18. 
· FFS Other scenarios 
Proposal 15: For R18 time domain CSI prediction, following two aspects should be studied to evaluate the performance gain and identify the potential spec impacts.
· Impact on throughput caused by scheduling delay and outdated CSI
· Reduction of CSI-RS overhead
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