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Introduction
This contribution continues our discussion about evaluations for AI-CSI.
Remaining issues on evaluation methodologies (EVM)
EVM of Multi-vendor training 
Regarding multi-vendor training, the following agreement was reached in RAN1#110-bis-e regarding training Type 2.
	Agreement
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), the following evaluation cases are considered for multi-vendors,
· Case 1 (baseline): Type 2 training between one NW part model to one UE part model
· Case 2: Type 2 training between one NW part model and M>1 separate UE part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at UE part models, e.g., whether the same or different dataset(s) are used among M UE part models
· Case 3: Type 2 training between one UE part model and N>1 separate NW part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at NW part models, e.g., whether the same or different dataset(s) are used among N NW part models
· FFS N NW part models to M UE part models
· FFS different quantization/dequantization methods between NW and UE
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model
· FFS: companies to report the training order of UE-NW pair(s) in case of M UE part models and/or N NW part models
FFS: whether/how to report overhead



Moreover, the following agreement was reached in RAN1#111 regarding training Type 3.
	Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model and one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training UE part model is the same or a subset of the dataset for training NW part model
· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training NW part model is the same or a subset of the dataset for training UE part model
· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different
· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the M>1 UE part models to N>1 NW part models
· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
· Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
· FFS: whether/how to report overhead of dataset



Although these two agreements are an important step towards fully considering the multi-vendor reality that needs to be studied for the two-sided training, the most general approach is excluded, namely N>1 and M>1 case. This case would reflect the reality. 
Hence, in the most general case the joint multi-vendor training is performed between 1≤m≤ M UE/chipset vendors and 1≤n≤N gNB vendors (where N and M is the total number of vendors in the market for each case respectively). 
[bookmark: _Toc127519504]For both Type 2 and Type 3 training, also evaluate the case with N>1 and M>1.
For training Type 2, N=2 NW part models to M=2 UE part models, the following joint-training setup in Figure 1 can achieve working models. In this training setup, two encoders are trained together with two decoders, in a common training session. Thus, a single forward pass can be described as follows:
· Both encoders take some input (in this example the same) and produces their respective latent space.
· Both decoders decode these two latent-space messages, separately.
· This produces four different reconstructions, corresponding to the combinations (EncA – DecA), (EncA – DecC), (EncB – DecA), and (EncB – DecC.). Four losses are measured by applying a loss function to each of the reconstructions individually (in this example the same loss function).
· A joint loss is computed from these 4 losses.

Backpropagation can then be started from the joint loss, and can then traverse the whole computational graph, resulting in updates to all encoder and all decoder simultaneously.

[bookmark: _Hlk118186646][image: ]
[bookmark: _Ref118365752]Figure 1: A training Type 1/Type 2 scenario with 2 UE encoders and 2 NW decoders. The backpropagation starts from the “Joint loss”, which in our test is a combination of the mean loss and the maximum loss computed in the purple “Loss function”-boxes.
On presenting genie-results as upper bound
A question raised in the previous meeting is whether there is need to provide results on ideal CSI, which is used as an upper bound to see how much margin current AI/ML models are to the ideal optimized performance. This provides insights of the AI/ML technology as a whole, and the potential of the technology similar to providing the Shannon bound for channel coding evaluations. 
This is not commonly used within the MIMO topic, but as we are exploring new terrain in this SI, it is useful to compare with such ideal upper bound as well as the lower bound (legacy CSI). 
In addition, this metric can identify differences in how companies are performing the evaluations, i.e. for calibration (although a calibration campaign will not be carried out). An ideal eigenvector is a subband ideal eigenvector and the subband sizes agreed in the previous meeting can be used. 
[bookmark: _Toc127519505]Companies are encouraged to provide optional genie based upper bound performance metrics obtained using ideal CSI per subband. 
On the definition of payload in evaluations
How to align the payload was discussed in the previous meeting. In our view, there is no need to make complicated approximations, the actual used average payload can readily be estimated from the system level simulation, both for the baseline and the AI/ML based enhancement. 
The direct comparison between baseline and enhancement may not be possible since the average payload is not directly controllable by the simulator settings. However, this is not new and can be handled by plotting a graph with performance vs CSI payload at multiple UCI payload/AI model configurations.
[bookmark: _Toc127519506]For the CSI payload size calculation for AI/ML-based CSI compression as well as the legacy Type-II codebook, for SLS and LLS the payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE. The“CSI payload” is calculated as each CSI reported payload at the given rank.
In addition to this, it is beneficial for understanding if the proponent also presents the reported rank selection statistics, to avoid that the scheduler is biasing towards e.g. low or high rank and skew the results. 
Interpreting number of FLOPs and parameters for RI>1 models
To understand how FLOPs and number of parameters are counted, one needs to understand the general architecture when it comes to RI>1 models, and how MIMO-layers are handled. We provided a long discussion around alternatives in the RAN1#110-bis meeting [2]. For a detailed description of models, see the appendix. In the following tables, for FLOPs we present the per-layer count followed by (an upper bound in parenthesis) where the latter is counted as executing all 6 different MIMO-layer models for encoders and as executing 4 different MIMO-layer models for decoders; and for number of parameters and storage we present the total number for all 6 different MIMO-layer models. The models presented in the paper are in complex number arithmetic, but the FLOPs are nominal FLOPs taking into account the extra compute needed for complex-valued evaluations. Moreover, note that we report number of (real-value) model parameters, which is double the number of complex-valued parameters. More details arguments can be found in our General Aspects paper [6].
Type 1 training performance
In this section baseline results (Type 1) are provided were the reference AE consists of the single encoder decoder pair (N=M=1). A few different configurations of AEs, consisting of pairs of encoders and decoders, are compared against Rel16 eType-II parameter combination 1. 
The intermediate KPIs are computed on a test set coming from the same scenario/configuration as the training data, but on samples that was not part of the training. For AEs containing a small encoder or small decoder, only layer 1 is tested.
Table 1 Type 1 performance - Evaluation results for CSI compression without model generalization/scalability
	
	
	R16 eType-II baseline (ParComb 1)
	Type 1 performance
	Type 1 performance (small encoder)
	Type 1 performance (small decoder)

	CSI generation part
	AL/ML model backbone
	N/A
	ResNet-like CNN
	ResNet-like CNN
	ResNet-like CNN

	
	Pre-processing
	N/A
	Type-II ParComb 5
	Type-II ParComb 5
	Type-II ParComb 5

	
	Post-processing
	N/A
	Puncturing 50% of latent space if RI=3 or above.
	N/A
	N/A

	
	FLOPs/M
	N/A
	0.030 (0.181)
	0.0030 (0.018)
	0.030 (0.181)

	
	Number of parameters/M
	N/A
	0.158
	0.0078
	0.158

	
	[Storage /Mbytes]
	N/A
	0.63
	0.031
	0.63

	CSI reconstruction part
	AL/ML model backbone
	N/A
	ResNet-like CNN
	ResNet-like CNN
	ResNet-like CNN

	
	[Pre-processing]
	N/A
	N/A
	N/A
	N/A

	
	[Post-processing]
	N/A
	Type-II reconstruction of precoding matrix
	Type-II reconstruction of precoding matrix
	Type-II reconstruction of precoding matrix

	
	FLOPs/M
	N/A
	0.031 (0.123)
	0.031 (0.123)
	0.0040 (0.016)

	
	Number of parameters/M
	N/A
	0.160
	0.160
	0.0099

	
	[Storage /Mbytes]
	N/A
	0.64
	0.64
	0.039

	Common description
	Input type
	N/A
	Complex-valued W2
	Complex-valued W2
	Complex-valued W2

	
	Output type
	N/A
	Complex-valued approximation of W2
	Complex-valued approximation of W2
	Complex-valued approximation of W2

	
	Quantization /dequantization method
	N/A
	4-bit scalar quant., 2 bits per real and imaginary.
	4-bit scalar quant., 2 bits per real and imaginary.
	4-bit scalar quant., 2 bits per real and imaginary.

	Dataset description
	Train/k
	N/A
	138
	138
	138

	
	Test/k
	4
	4
	4
	4

	
	Ground-truth CSI quantization method
	
	Type-II ParComb 5 with W2 in Float32.
	Type-II ParComb 5 with W2 in Float32.
	Type-II ParComb 5 with W2 in Float32.

	Architecture labels
	
	EncA – DecA
	EncH – DecA
	EncA – DecI

	Benchmark
	
	
	

	SGCS, [layer 1]
	CSI feedback payload 62
	0.723
	-
	-
	-

	
	CSI feedback payload 66
	-
	0.751
	0.744
	0.739

	SGCS, [layer 2]
	CSI feedback payload 113
	0.550
	-
	-
	-

	
	CSI feedback payload 111
	-
	0.610
	N/A
	N/A

	SGCS, [layer 3]
	CSI feedback payload 100
	0.156
	-
	-
	-

	
	CSI feedback payload 99
	-
	0.347
	N/A
	N/A

	SGCS, [layer 4]
	CSI feedback payload 111
	0.101
	-
	-
	-

	
	CSI feedback payload 127
	-
	0.260
	N/A
	N/A

	Gain for SGCS, [layer 1]
	CSI feedback payload 62
	N/A
	-
	-
	-

	
	CSI feedback payload 66
	-
	3.8%
	2.9%
	2.2%

	Gain for SGCS, [layer 2]
	CSI feedback payload 113
	N/A
	-
	-
	-

	
	CSI feedback payload 111
	-
	11%
	N/A
	N/A

	Gain for SGCS, [layer 3]
	CSI feedback payload 100
	N/A
	-
	-
	-

	
	CSI feedback payload 99
	-
	122%
	N/A
	N/A

	Gain for SGCS, [layer 4]
	CSI feedback payload 111
	N/A
	-
	-
	-

	
	CSI feedback payload 127
	-
	157%
	N/A
	N/A

	RAR, [rank 2]
	CSI feedback payload 113
	0.760
	-
	-
	-

	
	CSI feedback payload 111
	-
	0.786
	N/A
	N/A

	RAR, [rank 4]
	CSI feedback payload 111
	0.714
	-
	-
	-

	
	CSI feedback payload 127
	-
	0.764
	N/A
	N/A

	Gain for RAR, [rank 2]
	CSI feedback payload 113
	N/A
	-
	-
	-

	
	CSI feedback payload 111
	-
	3.4%
	N/A
	N/A

	Gain for RAR, [rank 4]
	CSI feedback payload 111
	N/A
	-
	-
	-

	
	CSI feedback payload 127
	-
	7.0%
	N/A
	N/A



The AE presented in Table 1 is an upper bound of performance of CSI compression since both encoder and decoder is trained by the same entity and the data is from the same scenario. 
[bookmark: _Toc127277363][bookmark: _Toc127350179][bookmark: _Toc127432940][bookmark: _Toc127432980][bookmark: _Toc127433005][bookmark: _Toc121401967][bookmark: _Toc121411672][bookmark: _Toc127277364][bookmark: _Toc127350180][bookmark: _Toc127432941][bookmark: _Toc127432981][bookmark: _Toc127433006][bookmark: _Toc127519490]The upper bounds of the gain (over eType-II ParComb 1) of CSI compression for the presented encoder-decoder pair configuration is 3.4% in rank-2 mean RAR and 7.0% in rank-4 mean RAR.
It remains to be seen how these ideal RAR gains translates into user throughput and cell throughput gains in a system level simulator, but an initial reaction is that the benefits of AI based CSI compression seem to be minor at least when considering RAR metric which should reflect user throughput better than SGCS. Studies needs to continue to investigate what the “sweet spot” is for using AI based CSI compression feature and if larger gains can be found. It’s notable that SGCS gains are huge for layer 3 and 4 while corresponding RAR gains are modest. However, these huge gains in SGCS and modest gains in RAR also exists when only comparing different parameter combinations eType-II, and has been noted and pointed in our earlier contribution [4].
In the table we also present another reference architecture where the encoder is small; the per-layer encoder (see appendix for general CSI-layer architecture) only has about 650 trainable parameters. This represents a decoder-heavy situation. We also present a third architecture variant where the decoder is small; the per-layer decoder only has slightly above 800 trainable parameters, resulting in an encoder-heavy situation.
[bookmark: _Toc127433007][bookmark: _Toc127277365][bookmark: _Toc127350181][bookmark: _Toc127432942][bookmark: _Toc127519491][bookmark: _Toc127277366][bookmark: _Toc127350182][bookmark: _Toc127432943][bookmark: _Toc127433008]Initial tests shows that a decoder-heavy scenario is more acceptable than an encoder-heavy scenario, but neither are as good as a well-balanced (and better hyper-parameter tuned) model.
Type 2 training performance
Type 2 Multi-vendor training cases
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), the following evaluation cases are considered for multi-vendors,
· Case 1 (baseline): Type 2 joint training between one NW part model to one UE part model
· Case 2: Type 2 joint training between one NW part model (N=1) and M>1 separate UE part models
· Case 3: Type 2 joint training between one UE part model (M=1) and N>1 separate NW part models
· Case 4: Type 2 joint training between M>1 separate UE part models and N>1 separate NW part models

We test cases 2 and 4, and the general training setup is as described in Section 2.1. In the table below, each column represents a separate training. If a cell is filled with a single value, this value is valid for all the multiple encoders and/or multiple decoders in that training, and if there are separate values for each of them then these values will be separated by a slash. 
In the cell with simulation results, Case 4 gives a multiplicative number of tests, and these are listed such that for each encoder (in the order listed on top) we try all decoders (in the order listed on top) and then there is a double slash for every new encoder.
Table 2 Type 2 joint training performance - Evaluation results for CSI compression without model generalization/scalability
	
	
	Case 1 baseline (N=1, M=1)
	Case 2 (N=1 ,M=2)
	Case 4 (N=2,M=2)
	Case 4 (N=2,M=3)

	CSI generation part
	AL/ML model backbone
	ResNet-like CNN
	ResNet-like CNN
	ResNet-like CNN
	ResNet-like CNN

	
	Pre-processing
	Type-II ParComb 5
	Type-II ParComb 5
	Type-II ParComb 5
	Type-II ParComb 5

	
	Post-processing
	N/A
	N/A
	N/A
	N/A

	
	FLOPs/M
	0.032 (0.192)
	0.030 (0.181) / 0.0030 (0.018)
	0.030 (0.181) / 0.035 (0.212)
	0.030 (0.181) / 0.035 (0.212) / 0.0030 (0.018)

	
	Number of parameters/M
	0.079
	0.158 / 0.0078
	0.158 / 0.187
	0.158 / 0.187 / 0.0078

	
	[Storage /Mbytes]
	0.63
	0.63 / 0.031
	0.63 / 0.75
	0.63 / 0.75 / 0.031

	CSI reconstruction part
	AL/ML model backbone
	ResNet-like CNN
	ResNet-like CNN
	ResNet-like CNN
	ResNet-like CNN

	
	[Pre-processing]
	N/A
	N/A
	N/A
	N/A

	
	[Post-processing]
	Type-II reconstruction of precoding matrix
	Type-II reconstruction of precoding matrix
	Type-II reconstruction of precoding matrix
	Type-II reconstruction of precoding matrix

	
	FLOPs/M
	0.034 (0.136)
	0.031 (0.123)
	0.031 (0.123) / 0.045 (0.179)
	0.031 (0.123) / 0.045 (0.179)

	
	Number of parameters/M
	0.080
	0.160
	0.160 / 0.239
	0.160 / 0.239

	
	[Storage /Mbytes]
	0.64
	0.64
	0.64 / 0.95
	0.64 / 0.95

	Common description
	Input type
	Complex-valued W2
	Complex-valued W2
	Complex-valued W2
	Complex-valued W2

	
	Output type
	Complex-valued approximation of W2
	Complex-valued approximation of W2
	Complex-valued approximation of W2
	Complex-valued approximation of W2

	
	Quantization /dequantization method
	4-bit scalar quant., 2 bits per real and imaginary.
	4-bit scalar quant., 2 bits per real and imaginary.
	4-bit scalar quant., 2 bits per real and imaginary.
	4-bit scalar quant., 2 bits per real and imaginary.

	Dataset description
	Train/k
	138
	138
	138
	138

	
	Test/k
	4
	4
	4
	4

	
	Ground-truth CSI quantization method
	Type-II ParComb 5 with W2 in Float32.
	Type-II ParComb 5 with W2 in Float32.
	Type-II ParComb 5 with W2 in Float32.
	Type-II ParComb 5 with W2 in Float32.

	Architecture labels
	EncA – DecA
	EncA/EncH – DecA
	EncA/EncB – DecA/DecC
	EncA/EncB/EncH – DecA/DecC

	Benchmark
	
	
	
	

	SGCS, [layer 1]
	CSI feedback payload 66
	0.751
	0.745 / 0.741
	0.744 / 0.740 // 0.744 / 0.740
	0.746 / 0.742 // 0.745 / 0.741 // 0.742 / 0.739

	SGCS, [layer 2]
	CSI feedback payload 111
	0.610
	N/A
	0.601 / 0.598 // 0.598 / 0.596
	N/A

	Gain for SGCS, [layer 1]
	CSI feedback payload 66
	N/A
	-0.8% / -1.4%
	-0.9% / -1.4% // -0.9% / -1.4%
	-0.6% / -1.2% // -0.8% / -1.4% // -1.1% / -1.6%

	Gain for SGCS, [layer 2]
	CSI feedback payload 111
	N/A
	N/A
	-1.5% / -2.0% // -2.0% / -2.3%
	N/A

	RAR, [rank 2]
	CSI feedback payload 111
	0.786
	N/A
	0.779 / 0.776 // 0.778 / 0.776
	N/A

	Gain for RAR, [rank 2]
	CSI feedback payload 111
	N/A
	N/A
	-0.9% / -1.2% // -1.0% / -1.2%
	N/A




We make the following observation:
[bookmark: _Toc121401729][bookmark: _Toc121401968][bookmark: _Toc121411673][bookmark: _Toc127277367][bookmark: _Toc127350183][bookmark: _Toc127432944][bookmark: _Toc127432982][bookmark: _Toc127433009][bookmark: _Toc127519492]Using intermediate KPIs, the joint multi-vendor training (Type 2) seems to come with some minor performance deterioration compared to the single vendor (N=M=1) case.  With N=2 and M=2, the performance degradation in SGCS for layer 1 is in the order of 0.6% to 1.4%, for layer 2 in the order of 1.5% to 2.3%. The performance in rank-2 RAR decreased in the order of 0.9% to 1.2%.
Furthermore, we observe
[bookmark: _Toc127277368][bookmark: _Toc127350184][bookmark: _Toc127432945][bookmark: _Toc127432983][bookmark: _Toc127433010][bookmark: _Toc127519493]The performance deterioration for multi-vendor training cannot be directly connected to the number of jointly trained vendors. In our tests. The case N=2 and M=3 gives marginally better results than N=2 and M=2. Moreover, the former is even decoder-heavy, as the third encoder included in the training is an order of magnitude smaller than the decoders, and even than the other encoders.
Hence, these initial results indicate that Type 2 joint training with multiple UE vendors simultaneously is feasible from performance perspective as the losses is marginal. Whether multiple UE and/or NW vendors can jointly train in the same loop and thus session, needs to be further discussed. This section only discusses the performances. 
Type 2 Generalization performance – input dimensions 
For this study we assume single NW and single UE vendor case (N=M=1). Three cases are identified as:
· Case 1: The AI/ML model is trained based on training dataset from a fixed dimension X1 (e.g., a fixed bandwidth/frequency granularity, and/or number of antenna ports), and then the AI/ML model performs inference/test on a dataset from the same dimension X1.
· Case 2: The AI/ML model is trained based on training dataset from a single dimension X1, and then the AI/ML model performs inference/test on a dataset from a different dimension X2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of X1, X2,..., Xn, and then the AI/ML model performs inference/test on a single dataset subject to the dimension of X1, or X2,…, or Xn.
Here we provide results for Case 1 (baseline) and Case 2 for bandwidth. For bandwidth there was an agreement during RAN1#110-bis-e on the granularity for calculation of intermediate KPIs, which we apply to both the SGCS and the RAR computations.
	Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for the calculation of intermediate KPI, the following is considered as the granularity of the frequency unit for averaging operation 
· For 15kHz SCS: For 10MHz bandwidth: 4 RBs; for 20MHz bandwidth: 8 RBs
· For 30kHz SCS: For 10MHz bandwidth: 2 RBs; for 20MHz bandwidth: 4 RBs
· Note: Other frequency unit granularity is not precluded and reported by companies




The evaluation agreement is to double the number of RBs per subband for the ground-truth calculation when doubling the considered bandwidth from 10 to 20 MHz. There could be a tendency that this evaluation methodology favors AI/ML solutions that has the same type of processing, i.e., that solves the input dimension generalization problem in frequency by averaging over larger number of RBs. We have argued in previous meetings and see in Table 3 below, that the SGCS KPI is quite sensitive with respect to this kind of averaging, especially for higher layers.
Another effect is the absolute results for the test on 20 MHz is not directly comparable with the 10 MHz case, since these do not share the same “ground truth” as they have different averaging granularities. Thus, it is even more crucial that comparisons are done as improvement over a common baseline. 
We therefore compare the gains of an above presented AE over Rel16 eType-II Parameter Combination 1 and observe that the gains of the AE over eType-II PC1 are slightly decreased, from 3.4 % gains in rank-2 mean RAR and 7.0% in rank-4 mean RAR to 2.6% and 6.7% respectively. The nominal values for the intermediate KPIs are presented in the following tables.
To make the presentation more complete we also present results for 20MHz where the “ground truth” is computed with a subband size of 1 RB as well as 4 RBs. 
Table 3 Mean SGCS and RAR on 20 MHz test set, with model trained on 10 MHz data (Case 2)
	Algorithm
	SGCS
	RAR

	
	Layer 1
	Layer 2
	Layer 3
	Layer 4
	Rank 2
	Rank 4

	Rel16 eType-II PC1 (on 10MHz test set)
	0.723
	0.550
	0.156
	0.101
	0.760
	0.714

	AE (on 10MHz test set with granularity according to agreement)
	0.751 (+3.9%)
	0.610 (+11%)
	0.347 (+122%)
	0.260 (+157%)
	0.786 (+3.4%)
	0.764 (+7.0%)

	Rel16 eType-II PC1 (on 20MHz test set)
	0.706
	0.533
	0.155
	0.104
	0.756
	0.716

	AE (on 20MHz test set with granularity according to agreement)
	0.727 (+3.0%)
	0.580 (+8.8%)
	0.331 (+114%)
	0.246 (+137%)
	0.776 (+2.6%)
	0.764 (+6.7%)

	Rel16 eType-II PC1 (on 20MHz test set with ground truth 4RBs/subband)
	0.677
	0.498
	0.144
	0.098
	0.735
	0.705

	AE (on 20MHz test set with ground truth 4RBs/subband)
	0.696 (+2.8%)
	0.540 (+8.4%)
	0.298 (+107%)
	0.215 (+119%)
	0.754 (+2.6%)
	0.752 (+6.5%)

	Rel16 eType-II PC1 (on 20MHz test set with ground truth 1RB/subband)
	0.658
	0.477
	0.135
	0.092
	0.718
	0.695

	AE (on 20MHz test set with ground truth 1RB/subband)
	0.676 (+2.8%)
	0.515 (+8.0%)
	0.270 (+100%)
	0.190 (+106%)
	0.736 (+2.6%)
	0.740 (+6.5%)



It can be seen that RAR gains for rank 2 and 4 are the same when compared to the same ground truth granularity. (+2.6% and +6.5% respectively). Hence, we make the following observations on the results:
[bookmark: _Toc127277369][bookmark: _Toc127350185][bookmark: _Toc127432946][bookmark: _Toc127432984][bookmark: _Toc127433011][bookmark: _Toc127277370][bookmark: _Toc127350186][bookmark: _Toc127432947][bookmark: _Toc127432985][bookmark: _Toc127433012][bookmark: _Toc127519494]The gains of the AE model over baseline are quite stable when changing the ground truth granularity, while the absolute KPI-values changes.
[bookmark: _Toc121401730][bookmark: _Toc121401969][bookmark: _Toc121411674][bookmark: _Toc127277371][bookmark: _Toc127350187][bookmark: _Toc127432948][bookmark: _Toc127432986][bookmark: _Toc127433013][bookmark: _Toc127519495]The adjustment of subband size in the pre-processing allows for easy reconfiguration and generalization of the AI/ML-model. The improvements over baseline for 20 MHz bandwidth are almost the same as for the 10 MHz case for which training data was provided.

Type 2 Performance with UCI quantization 
For this study we assume single NW and single UE vendor case (N=M=1). For the evaluation of quantization aware/non-aware training, the following cases are considered and reported:
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· Fixed/pre-configured quantization method/parameters is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the quantization method/parameters during the training

Here we provide results for Case 1 and Case 2-1 for N=1, M=1 case and for layer 1. In the simulation, fixed uniform scalar quantization is used. The quantization is applied to complex values of encoder outputs, where the real and imaginary parts are quantized with the same number of bits. For example, 4 quantization bits refers to 2 quantization bits for the real part and 2 quantization bits for the imaginary part, respectively. Results are for layer 1.
Table 4. Mean SGCS of various quantization sizes with Case 1 quantization non-aware training.
	Quantization size during inference

	4 bits
	6 bits
	8 bits
	12 bits
	none

	0.4096
	0.5574
	0.7079
	0.7877
	0.7939



Table 5. Mean SGCS of various quantization sizes with Case 2-1 quantization-aware-training.
	Quantization size during training and inference

	4 bits
	6 bits
	8 bits

	0.7528
	0.7768
	0.7902



From the above table, we can observe that performance of quantization non-aware training for feasible quantization size may not be acceptable. On the other hand, quantization aware training could provide better performances, i.e., the SGCS degradation is only about 5.2% when a quantization size of 4 bits is used in the training and inference compared to having no quantization in both training and inference. The degradation can be reduced even further when a larger quantization size is used during the training and inference.
From the above, we make the following observations:
[bookmark: _Toc127277372][bookmark: _Toc127350188][bookmark: _Toc127432949][bookmark: _Toc127432987][bookmark: _Toc127433014][bookmark: _Toc127519496]Quantization aware training provides better performance and/or fewer quantization bits for the same performance, compared to the quantization non-aware training.

In the above table, the encoder and the decoder are both iteratively updated during the training as has been agreed for Type 2. 
In another approach, as discussed in [7, Proposal 12], the NW side trains decoder and a nominal encoder. The decoder is then frozen and the UE side vendors can subsequently train their respective encoders with the single NW side frozen decoder using an API. We categorize this as Type 2 training as well since gradients are passed to the UE side during training which is like the original Type 2 training (the joint training). In contrast, Type 3 training doesn’t pass the gradient, only the latent space. 
[bookmark: _Toc127519507]Extend the Type 2 training definitions so it implies that gradient is passed between the sides while in Type 3 training, the latent space variable is passed between the sides.  
In table below we provide simulation results for the case of frozen/non-trainable decoder and trainable encoder. Note that during the training, the UE-side receive gradients from the NW-side to train its encoder. 
Table 6. Mean SGCS of Case 2-1 quantization-aware-training for various quantization sizes with a frozen decoder.
	Quantization size during training and inference

	4 bits
	6 bits
	8 bits

	0.7532
	0.7742
	0.7887



By comparing Table 6 and Table 5, we can observe that training with a frozen/non-trainable decoder is feasible, i.e., there is no noticeable performance degradation compared to the case of the encoder and the decoder is trainable.
[bookmark: _Toc127277373][bookmark: _Toc127350189][bookmark: _Toc127432950][bookmark: _Toc127432988][bookmark: _Toc127433015][bookmark: _Toc127519497]There is no noticeable performance degradation on using frozen/non-trainable decoder compared to the case of both encoder and the decoder are trainable.

Type 3 training performance

Type 3 Multi-vendor training cases
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendor training:
· Case 1 (baseline): Type 3 training between one NW part model and one UE part model (M=N=1), either NW or UE first
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Case 4: For UE-first training, Type 3 training between N>1 separate NW part models and M>1 separate UE part models
· Case 5: For NW-first training, Type 3 training between M>1 separate UE part models and N>1 separate NW part models

We present results for Case 1, both NW-first and UE-first. In both cases the reference encoder was used to generate latent space variables, to create an exchange training set consisting of (Input/Target, Quantized Latent Space). This exchange training set was split in a new training set and validation set.
The reference model is the first model presented in Table 1, Section 3 above, and gains in the table below are a comparison against this baseline, i.e., the training-Type-1. We note that the UE-first training is and first heavy and in the second pass also encoder-heavy, and any of these could be the reason for the somewhat larger performance degradation.
Table 7 Type 3 training performance - Evaluation results for CSI compression without model generalization/scalability and where comparison in percentage is made against Type 1 training
	
	
	Case 1 (N=1, M=1). NW-first
	Case 1 (N=1, M=1). UE-first

	CSI generation part
	AL/ML model backbone
	ResNet-like CNN
	ResNet-like CNN

	
	Pre-processing
	Type-II ParComb 5
	Type-II ParComb 5

	
	Post-processing
	Puncturing 50% of latent space if RI=3 or above.
	Puncturing 50% of latent space if RI=3 or above.

	
	FLOPs/M
	0.030 (0.181) / 0.058 (0.345)
	0.030 (0.181)

	
	Number of parameters/M
	0.158 / 0.314
	0.158

	
	[Storage /Mbytes]
	0.63 / 1.25
	0.63

	CSI reconstruction part
	AL/ML model backbone
	ResNet-like CNN
	ResNet-like CNN

	
	[Pre-processing]
	N/A
	N/A

	
	[Post-processing]
	Type-II reconstruction of precoding matrix
	Type-II reconstruction of precoding matrix

	
	FLOPs/M
	0.031 (0.123)
	0.031 (0.123) / 0.015 (0.060)

	
	Number of parameters/M
	0.160
	0.160 / 0.019

	
	[Storage /Mbytes]
	0.64
	0.64 / 0.075

	Common description
	Input type
	Complex-valued W2
	Complex-valued W2

	
	Output type
	Complex-valued approximation of W2
	Complex-valued approximation of W2

	
	Quantization /dequantization method
	4-bit scalar quant., 2 bits per real and imaginary.
	4-bit scalar quant., 2 bits per real and imaginary.

	Dataset description
	Train/k
	138 / 138
	138 / 138

	
	Test/k
	4
	4

	
	Ground-truth CSI quantization method
	Type-II ParComb 5 with W2 in Float32.
	Type-II ParComb 5 with W2 in Float32.

	Size of exchange set
	Same set as original training.
	

	Architecture similarity between first and second model
	New encoder (NW first) not exactly the same architecture as original. Differences marked with a slash, i.e., “original / new”
	New decoder (UE first) not exactly the same architecture as original. Differences marked with a slash, i.e., “original / new”

	Architecture labels
	EncA – DecA / EncD – DecA
	EncA – DecA / EncA – DecE

	Benchmark
	
	

	SGCS, [layer 1]
	CSI feedback payload 66
	0.749
	0.739

	SGCS, [layer 2]
	CSI feedback payload 111
	0.609
	0.599

	SGCS, [layer 3]
	CSI feedback payload 99
	0.347
	0.339

	SGCS, [layer 4]
	CSI feedback payload 127
	0.261
	0.253

	Gain for SGCS, [layer 1]
	CSI feedback payload 66
	-0.2%
	-1.5%

	Gain for SGCS, [layer 2]
	CSI feedback payload 111
	-0.2%
	-1.9%

	Gain for SGCS, [layer 3]
	CSI feedback payload 99
	0.2%
	-2.3%

	Gain for SGCS, [layer 4]
	CSI feedback payload 127
	0.4%
	-2.6%

	RAR, [rank 2]
	CSI feedback payload 111
	0.785
	0.778

	RAR, [rank 4]
	CSI feedback payload 127
	0.765
	0.760

	Gain for RAR, [rank 2]
	CSI feedback payload 111
	-0.1%
	-1.0%

	Gain for RAR, [rank 4]
	CSI feedback payload 127
	0.1%
	-0.5%



We make the following observations:
[bookmark: _Toc121401733][bookmark: _Toc121401972][bookmark: _Toc121411677][bookmark: _Toc127432951][bookmark: _Toc127432989][bookmark: _Toc127433016][bookmark: _Toc127519498][bookmark: _Toc127277374][bookmark: _Toc127350190]For training Type 3 and N=M=1 case, NW-first training works well with a minor performance degradation compared to training Type 1. UE first training show in these evaluations a slight performance degradation. 

Type 3 Performance with UCI quantization 
For this study we assume single NW and single UE vendor case (N=M=1). For the evaluation of quantization aware/non-aware training, the following cases are considered and reported:
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· Fixed/pre-configured quantization method/parameters is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the quantization method/parameters during the training

Here we provide results for Case 1 and Case 2-1 for N=1, M=1 case. In the table, UE-first training is done.
Table 8. Mean SGCS of various quantization sizes with Case 1 quantization non-aware training.
	Quantization size during inference

	4 bits
	6 bits
	8 bits
	12 bits
	none

	0.4087
	0.5570
	0.7077
	0.7876
	0.7938



Table 9. Mean SGCS of various quantization sizes with Case 2-1 quantization-aware-training.
	Quantization size during training and inference

	4 bits
	6 bits
	8 bits

	0.7528
	0.7771
	0.7905



Similar with the results of training type 2, quantization non-aware training could not provide acceptable performance for a feasible quantization size. For example, there is 48.5% performance degradation compared to the case of no quantization is used during the training and during the inference. In addition, we could observe that quantization-aware training provides noticeably better performances compared to the quantization non-aware training for a given quantization size during the inference. 
Specifically, compared to the case of no quantization during the training and no quantization during the inference, quantization-aware-training only results in 5.2%, 2.1%, and 0.4% of performance degradation when 4, 6, 8 bits is used during the inference, respectively. For the same setup, the quantization non-aware training results in performance degradation of 48.5%, 29.8%, and 10.9%, respectively.
[bookmark: _Toc127277375][bookmark: _Toc127350191][bookmark: _Toc127432952][bookmark: _Toc127432990][bookmark: _Toc127433017][bookmark: _Toc127519499][bookmark: _Toc127277376][bookmark: _Toc127350192][bookmark: _Toc127432953][bookmark: _Toc127432991][bookmark: _Toc127433018][bookmark: _Toc127277377][bookmark: _Toc127350193][bookmark: _Toc127432954][bookmark: _Toc127432992][bookmark: _Toc127433019][bookmark: _Toc127277378][bookmark: _Toc127350194][bookmark: _Toc127432955][bookmark: _Toc127432993][bookmark: _Toc127433020][bookmark: _Toc127277379][bookmark: _Toc127350195][bookmark: _Toc127432956][bookmark: _Toc127432994][bookmark: _Toc127433021]In training Type 3 quantization-aware-training performs better compared to the quantization non-aware training.
[bookmark: _Ref118293459]Performance of high-resolution transfer of target CSI and NW data collection
In our companion paper [5] we discuss the need for standardizing the target CSI as it is required for model monitoring and for adaptation of the decoder (fine tuning).  Moreover, we argue that the target CSI will be defined in the specification in one of the following formats
· Case 1: Transmitter side eigenvectors of the channel, per subband
· Case 2: Precoding vector approach based on eType-II framework
· Case 3: Raw channel tensor (#Tx* #Rx * #subband)
· Case 4: Compressed Raw channel tensor

Since one suggested usage of introducing and collecting target CSI is to train models, the quality of the collected target CSI needs to be high enough to be able to bridge the gap between existing CSI reporting performance and performance assuming genie CSI. 
If training data is collected using legacy methods e.g., the existing eType-II reporting framework, it would be unexpected to be able to train AI/ML algorithms for CSI compression that achieves a better reconstruction than those legacy methods. Hence, in this section we evaluate the performance of some of the suggested target CSI formats as compared to genie information, using both intermediate KPI and system level performance.
Initially we have investigated the effect on the subband size for the target CSI, by comparing intermediate KPIs for true Tx-eigenvectors, i.e., different parameters related to case 1 above. The overhead is calculated assuming 32 Tx-ports, transmission bandwidth 10 MHz (52 RBs), and 64 bits per coefficient (32 bits per real part and imaginary part, respectively). The formula for the overhead per layer is . There is, of course, room to further experiment with the quantization level.
Table 4: Mean SGCS between true eigenvectors of subband size 1 (the reference), and true eigenvectors computed with difference subband sizes; and mean RAR with ground truth of subband size 1.
	Algorithm
	Representation (bits/layer)
	SGCS
	RAR

	
	
	Layer 1
	Layer 2
	Layer 3
	Layer 4
	Rank 2
	Rank 4

	True Eig, 1 RB/subband
	106 496 bits/layer (0%)
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00

	True Eig, 2 RBs/subband
	53 248 bits/layer (-50%)
	0.985
	0.972
	0.947
	0.923
	0.991
	0.993

	True Eig, 4 RBs/subband
	26 624 bits/layer (-75%)
	0.955
	0.919
	0.854
	0.795
	0.973
	0.982



The table shows that the SGCS for layer 3 and 4 reduces significantly with subband size 4 compared to 1. However, it needs to be seen in SLS whether this impacts on the user throughput. The RAR metrics which better reflects user throughput seem to indicate that the user throughput is not severely affected by 4 RB per subband. We reach the following observation
[bookmark: _Toc127277380][bookmark: _Toc127350196][bookmark: _Toc127432957][bookmark: _Toc127432995][bookmark: _Toc127433022][bookmark: _Toc127519500]For higher layers (layer 3 and 4), the true Tx-eigenvector changes quickly over frequency, such that the eigenvectors extracted with 4 RBs/subband has lost 15-20% in SGCS. However, in terms of RAR the loss is only about 2-3%.
One reason for the vast differences in SGCS and RAR could be that the results are mean-values, and poorly captured Layer-4 vectors may correspond to weak singular values of the channel.
Case 2 is similar to case 1 in that it is implicit feedback (precoder hypothesis), but case 2 is a model-based approach. The choice of model parameters L, M, and subband size will affect both the quality and the target, compared to the true eigenvector of the Tx-covariance, as well as the UL overhead. 
While the UL overhead may not be a of the same critical importance for data collection as it is for CSI feedback, it is still important to find a good trade-off. In Figures 2 and 3, we present results showing the accuracy (as measured in SGCS and RAR respectively) for different choices of L, M and subband size. In these experiments, the resulting coefficient matrix (i.e. W2) is represented with 64-bit complex numbers (32 bits for real- and imaginary parts, respectively) and all coefficients are known at the reconstruction. We denote this “non-quantized” for simplicity. This is also reflected in the UL overhead sizes, resulting in that the overhead for signalling the beam- and tap- choices is almost negligible compared to the  bits in of the linear combination coefficients (beta=1). Note that there is no AI/ML involved in these investigations, it’s a study on the accuracy of the high resolution CSI reporting.

[image: ]
Figure 2: A scatter plot of SGCS performance versus payload for different combinations of L, M, and subband size and for non-quantized coefficient matrix W2. The figures show layer 1 and 4, but the trend for the other layers is the same. The UL overhead is considering the report of rank 1 and rank 4, respectively.

[image: ]
Figure 3: A scatter plot of RAR performance versus payload for different combinations of L, M, and subband size and for non-quantized coefficient matrix W2. The UL overhead is considering the whole report for that particular rank.

We observe that layer 4 has much worse performance in terms of SGCS compared to layer 1. However, the performance in RAR for rank 4 is similar to that of rank 2. The drop in SGCS performance for rank 4 is however similar to that observed for the true eigenvectors when subband size is increased, see Table 4.
The trend is the same if we consider mean user throughput in SLS simulations. The simulations are full-buffer MU-MIMO, 2-rx UEs, Dense Urban. The test is with both with  and includes both unquantized coefficients (32 bit per real part and imaginary part for W2 entries, respectively) and with 7-bit quantization as in the Type-II codebook. The Results are presented in Figure 4. As a reference, Rel16 eType-II Parameter Combination 6 is included in the right figure.

[image: ]
Figure 4: Fraction of mean-user throughput compared to genie when using different format of target CSI as PMI-like feedback schemes. The left figure shows unquantized coefficients and the right figure shows with 7-bit standard-compliant quantization.
We can see that in the system level simulations, the performance is not as close to genie as the intermediate KPIs. We believe that this may be due to how the scheduling is working but it needs further study. However, the trend is similar to the intermediate KPIs. The intermediate KPIs gives a good indication in this situation since they provide a more directly how well the target CSI approximates the ideal precoders, without involving, e.g., the scheduling process, CQI, and subband variation.
The eType-II based Target CSI with a 7 bit quantization of the coefficients reaches 80% of the genie channel based performance. By removing this quantization of the coefficients, 87% of the performance can be reached. Assuming that a supervised learned model cannot be better than the training data, this gives an indication of the maximum potential for CSI compression use case. The user throughput gain seems to be bounded at less than 10%.
[bookmark: _Toc127519501][bookmark: _Toc127432958][bookmark: _Toc127432996][bookmark: _Toc127433023]The legacy CSI reporting was shown by SLS to reach 70% UTP while increasing L and M can reach 80%. With non-quantized eType-II coefficients, 87% can be reached at a high overhead cost. 
[bookmark: _Toc127350198][bookmark: _Toc127350199]It can also be seen that the increase in L and M needs to be balanced and there is a diminishing return in increasing only M, at least in the scenario and channel model used in this experiment. Increasing L from 4 to 8 does seem to provide a jump in performance though. The performance increases slowly with increasing overhead. 
Performance of model fine tuning
As argued in our companion paper [5], decoder fine tuning will be an important tool in a real deployment, especially when the NW only deploys a single decoder. Moreover, the fine tuning can be done in a manner that is transparent to the UE. Here we illustrate decoder fine tuning and test how close a fine-tuned decoder can perform to a specialized reference AE, with specialized meaning that the AE trained with the correct configuration/data distribution. The data distribution is changed by changing the quantization used for the latent space bits. Such situation may occur if 3GPP specifies multiple quantization levels and training is only performed for one of them. Later, the NW side observes that a different quantization size is useful is some deployments and the decoder needs to be fine tuned for this case.
The AE, consisting of an encoder and a decoder trained with 8-bit quantization, as reported above in Section 4.3, is run in inference using 4-bit quantization. As expected, performance is worse than for the specialized reference AE trained with 4-bit quantization. However, if the decoder of the former AE is fine-tuned for this new data distribution, then most of the performance degradation can be overcome. Note, the AI/ML weights of the encoder are not changed, only the decoder is fine-tuned. Hence, the encoder is still doing feature extraction and compression as if the quantization of the latent space was done using 8 bits. The results can be found in Table 13 below.
Table 13. Performance of model with and without fine-tuning.
	Training mechanism
	KPI

	
	SGCS
	%

	4-bit quantization (reference)
	0.7528
	

	8-bit quantization, w/o fine-tuning
	0.7112
	-5.5%

	8-bit quantization, with fine-tuning
	0.7428
	-1.3%



We make the following observation:
[bookmark: _Toc127277382][bookmark: _Toc127350200][bookmark: _Toc127432959][bookmark: _Toc127432997][bookmark: _Toc127433024][bookmark: _Toc127519502]By only fine-tuning the decoder, the performance degradation resulting from training with the wrong quantization, can be improved from -5.5% to -1.3%.
Conclusion
Based on the evaluations in this contribution, we make the following over-reaching observation.
[bookmark: _Toc127277383][bookmark: _Toc127350201][bookmark: _Toc127432960][bookmark: _Toc127432998][bookmark: _Toc127433025][bookmark: _Toc127519503]All training types (training Type 2 with trainable encoder and trainable decoder, training Type 2 with trainable encoder and frozen decoder, and training Type 3 UE-first) provides similar performance. Considering this, the choice of the training type can be based on the other factors, e.g., the implementation complexity, training methodology etc.
Here follows a list of observations made in this contribution:

Observation 1	The upper bounds of the gain (over eType-II ParComb 1) of CSI compression for the presented encoder-decoder pair configuration is 3.4% in rank-2 mean RAR and 7.0% in rank-4 mean RAR.
Observation 2	Initial tests shows that a decoder-heavy scenario is more acceptable than an encoder-heavy scenario, but neither are as good as a well-balanced (and better hyper-parameter tuned) model.
Observation 3	Using intermediate KPIs, the joint multi-vendor training (Type 2) seems to come with some minor performance deterioration compared to the single vendor (N=M=1) case.  With N=2 and M=2, the performance degradation in SGCS for layer 1 is in the order of 0.6% to 1.4%, for layer 2 in the order of 1.5% to 2.3%. The performance in rank-2 RAR decreased in the order of 0.9% to 1.2%.
Observation 4	The performance deterioration for multi-vendor training cannot be directly connected to the number of jointly trained vendors. In our tests. The case N=2 and M=3 gives marginally better results than N=2 and M=2. Moreover, the former is even decoder-heavy, as the third encoder included in the training is an order of magnitude smaller than the decoders, and even than the other encoders.
Observation 5	The gains of the AE model over baseline are quite stable when changing the ground truth granularity, while the absolute KPI-values changes.
Observation 6	The adjustment of subband size in the pre-processing allows for easy reconfiguration and generalization of the AI/ML-model. The improvements over baseline for 20 MHz bandwidth are almost the same as for the 10 MHz case for which training data was provided.
Observation 7	Quantization aware training provides better performance and/or fewer quantization bits for the same performance, compared to the quantization non-aware training.
Observation 8	There is no noticeable performance degradation on using frozen/non-trainable decoder compared to the case of both encoder and the decoder are trainable.
Observation 9	For training Type 3 and N=M=1 case, NW-first training works well with a minor performance degradation compared to training Type 1. UE first training show in these evaluations a slight performance degradation.
Observation 10	In training Type 3 quantization-aware-training performs better compared to the quantization non-aware training.
Observation 11	For higher layers (layer 3 and 4), the true Tx-eigenvector changes quickly over frequency, such that the eigenvectors extracted with 4 RBs/subband has lost 15-20% in SGCS. However, in terms of RAR the loss is only about 2-3%.
Observation 12	The legacy CSI reporting was shown by SLS to reach 70% UTP while increasing L and M can reach 80%. With non-quantized eType-II coefficients, 87% can be reached at a high overhead cost.
Observation 13	By only fine-tuning the decoder, the performance degradation resulting from training with the wrong quantization, can be improved from -5.5% to -1.3%.
Observation 14	All training types (training Type 2 with trainable encoder and trainable decoder, training Type 2 with trainable encoder and frozen decoder, and training Type 3 UE-first) provides similar performance. Considering this, the choice of the training type can be based on the other factors, e.g., the implementation complexity, training methodology etc.


Based on the discussion in the previous sections we propose the following:

Proposal 1	For both Type 2 and Type 3 training, also evaluate the case with N>1 and M>1.
Proposal 2	Companies are encouraged to provide optional genie based upper bound performance metrics obtained using ideal CSI per subband.
Proposal 3	For the CSI payload size calculation for AI/ML-based CSI compression as well as the legacy Type-II codebook, for SLS and LLS the payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE. The“CSI payload” is calculated as each CSI reported payload at the given rank.
Proposal 4	Clarify that Type 2 training implies that gradient is passed from NW to UE side while in Type 3 training, the latent space variable is passed from NW to UE side.
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Appendix
Models and sizes
In an attempt to clarify the discussion around generalizations and different training methods, we will separate the notion of architecture from ML-models. An architecture is the exact compute graph, defining the input- and output-shapes, types of layers, their sizes, and their connections. Hence, the architecture also defines the number of parameters, as well as the number of FLOPs. An ML-model is an architecture with a corresponding set of trained parameters. When describing architectures and ML-models, we will use the following convention:
· We will use a base-name corresponding to what the goal is. For CSI compression it is usually Encoder or Decoder.
· We will use capital letters to denote architectures, using the same letter for encoder and decoder if there has been any effort in tuning hyper parameters of these to make them work together. For example, Encoder A and Decoder A.
· We will combine the architecture description with a number to define a (complete) AI/ML-model with trained parameters. We use the same number to indicate that the models are trained in a common session, i.e., Type 1 or Type 2 training.

Encoder A (EncA) and Decoder A (DecA) are the encoder- and decoder architectures presented in [3]. Moreover, the trained ML-models Encoder A1 (EncA1) and Decoder A1 (DecA1) are the parameters as presented in the paper [4]. The complete autoencoder for CSI compression EncA1 – DecA1 is going to serve as a baseline for many of the experiments.
In this section we present the model sizes in terms of number of FLOPs and number of parameters for the different encoder/decoder architectures, in accordance with the agreement at RAN1#110.
	Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, the capability/complexity related KPIs, including FLOPs as well as AI/ML model size and/or number of AI/ML parameters, are to be reported separately for the CSI generation part and the CSI reconstruction part.


The underlying CSI-layer architecture was presented in [2] and is illustrated in Figure 5 for the encoder. The decoder has a matching architecture with different branches depending on layer and rank.

[image: ]
[bookmark: _Ref118467116]Figure 5: The general encoder architecture. The decoder has a matching architecture
In the tables below the number of parameters are the total number of parameters for all 6 branches, as this it the total number of parameters needed to store to run the model in inference. The number of FLOPs presented are the total number of flops for a single layer as well as for running all 6 branches. However, the latter should be understood as an upper bound, since depending on how the UE computes the RI it may not be necessary to run all 6 branches for every sample. Likewise, the decoder will only run a number of branches equal to the received RI, and thus for the decoder an upper bound on the number of FLOPs is given by 4 times the number of FLOPs for a single layer. All layers have the same number of FLOPs, the difference in the Layer A and Layer B architectures is related to what is sent over the air.
Table 5 Encoder model sizes in terms of FLOPs and number of (real-valued equivalent) parameters
	Encoders

	Encoder architecture
	FLOPs (per layer)
	FLOPs (upper bound)
	Number of parameters

	Encoder A (EncA)
	30 k
	181 k
	158 k

	Encoder B (EncB)
	35 k
	212 k
	187 k

	Encoder D (EncD)
	58 k
	345 k
	314 k

	Encoder H (EncH)
	3.0 k
	18 k
	7.8 k



Table 6 Decoder model sizes in terms of FLOPs and number of (real-valued equivalent) parameters
	Decoders

	Decoder architecture
	FLOPs (per layer)
	FLOPs (upper bound)
	Number of parameters

	Decoder A (DecA)
	31 k
	123 k
	160 k

	Decoder C (DecC)
	45 k
	179 k
	239 k

	Decoder E (DecE)
	15 k
	60 k
	19 k

	Decoder I (DecI)
	4.0 k
	16 k
	9.9 k



“Unmatched models” and “unbalanced models”
Previous meeting there were some results on unmatched models. A discussion point is how do we define unmatched models? In theory, the universal approximation theorem basically tells us that it is rather a question of model size, since larger NN models could recover from “unmatched” assumptions. But for smaller and practical (?) models this discussion is of importance.
Different approaches can be taken here when it comes to the NN in the encoder and decoder. In our view, an unmatched model pair is when different architectures {CNN, ResNet, Transformer,..} is used at the encoder and decoder respectively. 
· Unmatched models are defined as the case when decoder and encoder use different Neural Network architectures (e.g. CNN and Transformer respectively).

In addition to this, there could also be the case that the same architecture is used while the number of parameters and/or FLOPS of the encoder and decoder is significantly different. This can have impact on the observed performance e.g. for generalization and for multi-vendor training aspects. The question has multiple dimension that should be taken into account in any conclusions. For example, 
· In Type 2 training, the differences in sizes between the encoder and decoder. It is unclear if, e.g., the NW-side decoder side is able/have to compensate for a small UE-side encoder, by being much larger.
· In Type 3 training, in addition to the size difference between the encoder and decoder, there is a potential size difference between the first trained model (e.g., the encoder trained by the NW-side) and the second trained model (e.g., the encoder trained by the UE-side). For example, if the first trained model is large it may define a complicated mapping which may be difficult to approximate with a small model, potentially requiring the UE to implement a large model.
· Last, there is an additional dimension in multi-vendor training where the size difference internally between the different encoders/decoders may have an effect. E.g.,
· In Type 2 multi-vendor training can the presence of a small encoder in the training session hamper the results for all participating models? Our initial results show that this might not be the case, but the intuition is not clear.
· In Type 3 multi-vendor training, can the presence of a large model in the first-training result in that the second training becomes a more difficult task?

Hence, to be able to discuss these matters we make the following definition of unbalanced models:
· Unbalanced two sided models are defined as when two ML-models have significantly (>4x) different sizes of their Neural Network architectures in terms of FLOPS and/or number of parameters. Unbalanced models are further categorized into “encoder heavy” and “decoder heavy” when the two models in question are an encoder and a decoder. For sequential training models are also classified as “first heavy” and “second heavy”.

Companies are encouraged to investigate the performances of encoder vs decoder heavy models and first vs second heavy models as well as balanced models especially for Type 3 training and for Type 2 training with the relation to UE first vs NW first training and the multi-vendor training cases. 
Questions to answer is whether there is any difference between encoder and decoder heavy architectures when it comes to generalization and multi-vendor training and performance. 

Training data
The data used for training the models are logged from a system level simulator running the scenario described in the following table.
Table 7 SLS parameters used for generating training data
	System-level simulation parameters for data generation

	Scenario
	Uma dense (200m ISD)

	Carrier frequency
	2 GHz 

	Bandwidth
	10 MHz (52 RBs)

	Subcarrier spacing
	15 kHz

	Channel model
	38.901

	BS transmit power
	41 dBm

	BS antenna height
	25 m 

	BS antenna configuration
	32 ports 
· (, , , , , , ) = (8, 8 ,2, 1, 1, 2, 8) 
· (, ) = (0.5, 0.8)
· 

	UE antenna configuration
	4Rx 
· (, , , , , , ) = (1,2,2,1,1,2) 
· 0.5 element spacing, 
omni-directional elements

	UE distribution
	Indoor: 80%

	UE speeds
	Indoor: 3 km/h. Outdoor: 30 km/h
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