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[bookmark: _Toc126842917]Introduction
This contribution discusses the issues for the agenda item other aspects on AI/ML for positioning accuracy enhancements. 
The paper outline is as follows:
· Section 2: Views are shared on some discussions left open in RAN1#110bis-e.
· Section 3: Analysis is provided for each deployment case on the potential benefits and specification impacts for AI/ML model inference, configuration, performance monitoring, and data collection for training. 
· [bookmark: _Hlk118642507]Section 4 concludes the paper with a list of observations and proposals. 

[bookmark: _Ref118009184][bookmark: _Toc126842918]General Aspects
Before delving into the issues specific to each deployment case, we review some general issues and open discussions from RAN1#110bis-e. 

[bookmark: _Ref118112511][bookmark: _Toc126842920]AI/ML model training (online versus offline) 
Some companies argued for online versus offline training of AI/ML models in RAN1#110bis-e, with potential down selection. The discussion was deferred until sufficient progress was made in the General Aspects agenda item 9.2.1. For reference, the following working assumption from RAN1#110 on online versus offline training is shown in Table 1.

	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples.
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.


[bookmark: _Ref118011302]Table 1: Working assumption for online versus offline training

This is the first RAN1 AI/ML project and, not surprisingly, there remains much uncertainty and significant standardization challenges. It is our understanding that online learning primarily refers to reinforcement learning solutions where agents learn in an online manner through action exploration and reward observation. It is our opinion that offline training of AI/ML models (that have standard impact) already pose significant challenges with performance and testing (indeed, RAN4 work has not yet begun). In addition, reinforcement learning problems are notorious for slow convergence times, instability, and sensitivity to the reward function. It is our view that consideration of highly adaptive online learning for AI/ML training can be left for future 3GPP projects / releases. 
[bookmark: _Toc127550219]For the use case of positioning accuracy enhancement, prioritize the study of offline AI/ML model training in Release 18. 

On the topic of model transfer, the following terminology has been agreed as Working Assumption under 9.2.1.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network



Specific to the use case of UE positioning, it has been agreed that one-sided model is prioritized, i.e., two-sided model is deprioritized.

Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.

When the AI/ML model is one-sided, then each side (i.e., the network and the UE) should design, train, and deploy their own model respectively. This also avoids the concern of how one side can be responsible for the performance of a model deployed at the other side. Thus model transfer does not need to be considered for the positioning use case. 

It is noted that the broader term of model delivery can still be applicable, e.g., a UE may download a model from its server, which is transparent to the Uu interface.


[bookmark: _Toc127550220]For the use case of positioning accuracy enhancement, model transfer is not considered. 


[bookmark: _Ref118009225][bookmark: _Toc126842921]Potential specification impact for each positioning cases
We share our views on the potential benefits and specification impacts for AI/ML model inference, configuration, performance monitoring, and data collection for training in this section. To help structure our discussion, we will break the problem space down into the deployment cases as discussed in RAN1#110bis-e), see Table 2. 

	
	Legacy solution
	AI/ML solution

	Case 1
	DL-TDoA, DL-AoD
	UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

	Case 2a
	DL-TDoA, DL-AoD, Multi-RTT
	UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

	Case 2b
	DL-TDoA, DL-AoD, Multi-RTT
	UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

	Case 3a
	Multi-RTT, UL-TDoA, UL-AoA
	NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

	Case 3b
	Multi-RTT, UL-TDoA, UL-AoA
	NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


[bookmark: _Ref127278829][bookmark: _Ref118272839]Table 2: AI/ML positioning cases for discussing benefits and potential specification impacts

For Case 3a, RAN2/RAN3 discussions will need to deal with the specifics of the various flavors of AI/ML model structure (single-TRP, multiple-TRP (including all-TRP)), according to the conclusion below.
	Conclusion (RAN1#109e)
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.



For AI/ML models deployed at network side, it is not part of RAN1 scope to discuss the mapping of entities to network nodes. 
[bookmark: _Toc127550221]At least for AI/ML models residing at network side (Case 2b, 3a, 3b), it is not part of RAN1 scope to discuss whether/how to map the AI/ML functional entities to network nodes. 

In the following subsections, we address each case in Table 2 separately, shaping discussions around the following key topics: data collection, AI/ML model configuration, AI/ML model inference, and AI/ML model monitoring. We start with the three NG-RAN assisted positioning solutions. 

[bookmark: _Toc126842922](Case 3a) NG-RAN node assisted positioning with gNB side model, AI/ML assisted positioning
This subsection discusses Case 3a. We have a multi-TRP scenario where an observed direct path ToA or unobserved direct path ToA is estimated. As shown in our evaluation paper [4], AI/ML assisted positioning with a gNB-side AI/ML model provides positioning performance enhancements over legacy solutions, generalizes well over different propagation environments, and is robust to measurement errors. Three different Case 3a AI/ML assisted variants are evaluated [4]:
Solution 1. distributed LoS classification and time of arrival estimation, where a distributed model estimates the observed direct path ToA using the same AI/ML model with UL channel impulse response from one TRP, and 
Solution 2. distributed unobserved direct path time of arrival estimation, where a distributed model estimated the unobserved direct path ToA using different AI/ML models with UL channel impulse response from one or a few TRPs, and
Solution 3. distributed unobserved direct path time of arrival estimation, where a centralized model estimates the unobserved direct path ToA using UL channel impulse responses collected from all TRPs.

For the evaluations in [4], the input to the AI/ML model(s) is assumed to be a two dimensional complex valued tensor   for solution 1 and a three-dimensional complex-valued tensor  ( TRPs with 2 Rx antennas and 256 time-domain samples) for solutions 2 and 3.  The target outputs of the AI/ML model is the observed or unobserved ToAs,  as illustrated in Figure 1, Figure 2, and Figure 3. 
[image: ]
[bookmark: _Ref127548807]Figure 1 NG-RAN node assisted positioning with distributed model, AI/ML assisted positioning (Case 3a), solution 1.
[image: ]
[bookmark: _Ref126315214]Figure 2 NG-RAN node assisted positioning with distributed model, AI/ML assisted positioning (Case 3a), solution 2.
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[bookmark: _Ref118293143][bookmark: _Ref118293112]Figure 3: NG-RAN node assisted positioning with centralized model, AI/ML assisted positioning (Case 3a), solution 3.

Our evaluation shows that the centralized joint ToA estimation can reduce the ToA errors by almost 50% when compared to the distributed ToA estimation case for the highly non-LoS {60%, 6m, 2m} environment. It is not surprising that a centralized multi-TRP AI/ML-based joint estimation of all unobserved direct path ToAs outperforms separate estimation of direct path ToAs at each TRP. For example, the earlier layers of the multi-TRP deep neural network will learn to extract important features that are needed for later layers to jointly estimate the direct path ToAs. If, instead, the centralized multi-TRP AI/ML is replaced by separate AI/ML models at each TRP, then the set of learned features is restricted to a single CIR. That is, the direct path ToA estimate of a particular NLoS cannot leverage important side information from links to other TRPs.
All these different ML positioning approaches have different advantages and disadvantages. Nevertheless, our evaluation results show they can all achieve very high positioning accuracy. They present a range of good AI/ML design options for engineers to choose from, depending on the specific deployment needs and trade-offs.

[bookmark: _Toc126842923]AI/ML model inference
The UE is configured to transmit periodic, aperiodic, or semi-persistent SRS. Support for positioning specific SRS configurations was added in Rel-16. The SRS is recommended by the LMF, with the requested SRS characteristics sent to the gNB, which in turn, configures and sends the SRS configuration to the UE using RRC signalling. 
The TRP can utilize UL SRS transmissions to estimate the UL channel impulse response using proprietary methods. The distributed or centralized model for AI/ML assisted positioning is a complex deep neural network that will need to be executed on dedicated AI accelerators in a NW node. The NRPPa protocol already supports reporting of ML output from the gNB to LMF, for example, hard and soft LoS/NLOS indicator, UL RTOA (UL Relative Time of Arrival). Hence, model output of the assisted AI/ML positioning solutions using a distributed model can be reported with existing signaling. The reporting IE can be the same towards the LMF regardless of whether the gNB produced the report using legacy methods or using AI/ML models. This considerably reduces specifications impacts of NRPPa. The LMF obtains the UE position using conventional positioning algorithms.
[bookmark: _Toc127550210]For Case 3a (NG-RAN assisted positioning, AI/ML assisted positioning): AI/ML model inference is up to network implementation and transparent to the UE and LMF.   
[bookmark: _Toc127550222]For Case 3a (NG-RAN assisted positioning, AI/ML assisted positioning):  The input to the AI/ML model does not need to be specified. The model output can be reported from gNB to LMF using existing signaling.  No specification impact is expected for model inference. 

[bookmark: _Toc126842924]AI/ML model registration, selection, activation, deactivation, switching, and fallback operation
The NW’s usage of the AI/ML model is transparent to the UE and LMF. Therefore, aspects related to AI/ML model registration, selection, activation, deactivation, switching, and fallback operation (e.g., to legacy) can be left for network implementation. 
[bookmark: _Toc127550223]For Case 3a (NG-RAN assisted positioning, AI/ML assisted positioning):  AI/ML model registration, selection, activation, deactivation, switching, and fallback operation are left for implementation. No specification impact is expected.  

[bookmark: _Toc126842925]AI/ML model performance monitoring 
The AI/ML assisted solutions 1 and 2 proposed and evaluated in [4] can be deployed transparently in the NW in terms of model inference. Also, for NW-side model, it is expected that model monitoring is done in the NW. 
In the straightforward way, model monitoring can for example be done by collecting labelled data using a special device, which is specifically designed for testing the model performance. 
On the other hand, for Case 3a, model monitoring can be accomplished without collecting labelled data during model deployment. In the Case 3a setup, the LMF takes the AI/ML estimated ToA into conventional triangulation-based error minimization framework to search and determine the UE position. It can be expected that the minimization outcome will have smaller residual losses when the AI/ML models are operating in the correct environment and are generating correct ToA. Conversely, larger residual losses are unavoidable when the models are applied to an environment different than the one used to train the models. 
In [4] we provide the residual losses from conventional triangulation-based error minimization positioning algorithms. In the evaluation (see [3]) the AI/ML models for supplying the ToAs are trained with a dataset for the {60%, 6m, 2m} parameter.
· When the trained model is operating in the same {60%, 6m, 2m} environment, the residual losses shown in blue line are below 0.77 with a probability of 99%.
· When the trained model is operating in the {40%, 2m, 2m} environment where it performs badly, the residual losses shown in orange line are above 0.77 with a probability of 99%.
· When the trained model is operating in a {40%, 6m, 2m} environment that is different than the training set environment but not so different that the model is still performing well, the distribution of the residual losses shown in green remain quite similar to those for the {60%, 6m, 2m} environment.

It can be concluded that the residual losses from the conventional positioning algorithms can be used as a reliable metric to detect model/environment mismatch. For the example shown here, one could determine a threshold of 1 considering both the blue and the green curves. If the positioning residual losses are above this threshold, there is a high chance that the environment has drifted far enough from the training environment that the model will need to be replaced or adjusted. Therefore, the AI/ML assisted models for Case 3a can be reliably monitored without collecting additional test samples with the required model inputs and ground truth labels (e.g., UE positions). This means that there is no need to specify signalling to collect test data for model monitoring purpose.
[image: Chart, line chart
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Figure 4: Residual losses from conventional triangulation-based error minimization positioning algorithms. The AI/ML models for supplying the ToAs are trained with a dataset for the {60%, 6m, 2m} clutter parameter. The trained models are shown here to operate in

[bookmark: _Toc127550211]Performance monitoring of AI/ML assisted positioning (e.g., Case 3a, Case 2a) can be achieved by evaluating the residual loss from the triangulation-based error minimization positioning algorithm (i.e., conventional positioning methods). No need to collect labelled data for model monitoring purpose. This is an important advantage of AI/ML assisted positioning approaches over the AI/ML direct positioning approach (e.g., Case 3b).

[bookmark: _Toc127550224]For Case 3a, model monitoring metric is calculated without collecting test data. No signalling is to be specified to collect test data for model monitoring purpose.
[bookmark: _Toc126842926]Data collection for training
For the Case 3a assisted AI/ML solutions, gNB data is used for model training and model inference. As discussed above, data for model inference can be collected based on SRS transmissions from a UE. Legacy SRS configuration mechanisms can be used to configure the UE to transmit positioning SRS. 
As stated in Section 2.1, we propose to prioritize offline AI/ML model training for Rel-18. For training purposes, model input data as well as appropriate labelling of the data needs to be collected. Using supervised learning, the data labels need to represent the model output. The assisted AI/ML solution 1 produces LoS classification and time of arrival estimates as the output. Solution variant 2 produces time of arrival estimates. The labels need to be collected in a way so that they can be properly associated with the model input.
For data collection, PRUs or another type of special UEs are commonly proposed to be used. With a special UE, it is assumed that the UE location is known in the network and the network is control of when the special UE is transmitting the SRS. The gNB measures the configured SRS and compile channel information reports (e.g., CIR) for the purpose of training data collection, although the format of input (e.g., CIR) to the AI/ML model does not need to be specified for model inference nor training data collection.  LMF can provide the location of the special UE for ground truth label generation. After that the association of channel information reports (e.g., CIR) with the correct label can be done in the network. 

[bookmark: _Toc127550225]For Case 3a (NG-RAN node assisted positioning with LMF-side model, AI/ML assisted positioning): The format of input to the AI/ML model does not need to be specified for model inference nor training data collection. 
[bookmark: _Toc127550226]For Case 3a (NG-RAN node assisted positioning with LMF-side model, AI/ML assisted positioning): Study signaling enhancements for the LMF to provide the ground truth label (e.g., ground truth direct path ToAs or UE locations) together with the SRS configuration to support the training data collection. 

[bookmark: _Toc126842927][bookmark: _Toc126842928][bookmark: _Toc126842929][bookmark: _Toc126842930][bookmark: _Toc126842931][bookmark: _Toc126842932][bookmark: _Toc126842933][bookmark: _Toc126842934][bookmark: _Toc126842935][bookmark: _Toc126842936][bookmark: _Toc126842937][bookmark: _Toc126842938][bookmark: _Toc126842939][bookmark: _Toc126842940][bookmark: _Toc126842941][bookmark: _Toc126842942][bookmark: _Toc126842943][bookmark: _Toc126842944][bookmark: _Toc126842945][bookmark: _Toc126842946][bookmark: _Toc126842947][bookmark: _Toc126842948][bookmark: _Toc126842949][bookmark: _Toc126842950][bookmark: _Toc126842951][bookmark: _Toc126842952][bookmark: _Toc126842953][bookmark: _Toc126842954][bookmark: _Toc126842955][bookmark: _Toc126842956][bookmark: _Toc126842957][bookmark: _Toc126842958][bookmark: _Toc126842959][bookmark: _Toc126842960][bookmark: _Toc126842961][bookmark: _Toc126842962][bookmark: _Toc126842963][bookmark: _Toc126842964][bookmark: _Toc126842965][bookmark: _Toc126842966][bookmark: _Toc126842967][bookmark: _Toc126842968][bookmark: _Toc126842969][bookmark: _Toc126842970][bookmark: _Toc126842971][bookmark: _Toc126842972][bookmark: _Toc126842973][bookmark: _Toc126842974][bookmark: _Toc126842975][bookmark: _Toc126842976][bookmark: _Toc126842977][bookmark: _Toc126842978][bookmark: _Toc126842979][bookmark: _Toc126842980][bookmark: _Toc126842981][bookmark: _Toc126842982][bookmark: _Toc126842983][bookmark: _Toc126842984][bookmark: _Toc126842985](Case 3b) NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
As shown in our companion paper [4], direct AI/ML positioning with gNB side model, provides positioning performance enhancements over legacy positioning methods, and also enables positioning in heavy NLoS environment. Two different direct AI/ML solution variants are evaluated, 1) direct AI/ML positioning using UL CIR and 2) direct AI/ML positioning using SRS RSRP. The evaluated model uses different inputs but all provide UE location as the output, see Figure 5. 
[image: ]
[bookmark: _Ref118708717]Figure 5: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning (Case 3b), solution 1.
[bookmark: _Toc126842986]AI/ML model inference 
As for Case 3a, the TRP can utilize UL SRS transmissions to estimate the channel impulse response to be used for model input for the assisted solutions 1 and 2 listed above for Case 3b. For the inference phase, the UE can be configured to transmit SRS. 
The existing NRPPa protocol supports reporting of UL RTOA, UL SRS-RSRP, etc. Using the extended additional path list, time and power of up to 8 additional paths can be reported with existing signaling. 
In many evaluation results reported so far in the study item, a time domain CIR with 256 entries has been used as model input for Case 2b and 3b solutions, which is significantly longer than 8 entries. Solutions with varying number of path timings have been evaluated in for example [4]. It is expected that the exact representation of the channel information model input for Case 2b and 3b solutions will continue to be evaluated in agenda item 9.2.4.1. 
Without knowing the exact model input to be specified in the work item, RAN1 discussion can proceed using the example of reporting CIR from gNB to LMF with some suitable representation. To be able to conclude on the specification impact, it needs to be evaluated what input that needs to be reported from the gNB and what format to use. Depending on the outcome of this evaluation,  the existing NRPPa signalling might need to be extended due to: (a) new model input type (e.g., CIR) is reported instead of RSRP; (b) more time domain samples may be needed than the existing additional list size of 8.
[bookmark: _Toc127550227]For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning): The existing reporting from gNB to LMF might need to be enhanced to support model inference due to potentially new information type (e.g., CIR) and/or a larger size of measurement report.
[bookmark: _Toc126842987]AI/ML model registration, selection, activation, deactivation, switching, and fallback operation
For direct AI/ML Case 3b positioning, the AI/ML model is deployed and controlled fully on the network side. Hence, no specification impact is expected for model registration, selection, activation, deactivation, switching or fallback operation.  
[bookmark: _Toc127550228]For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning): AI/ML model registration, selection, activation, deactivation, switching, and fallback operation are left for implementation. No specification impact is expected. 

[bookmark: _Toc126842988]AI/ML model performance monitoring 
For direct AI/ML Case 3b positioning, the AI/ML model is deployed and controlled fully on the network side. Hence, no specification impact is expected for model monitoring. 
In [3], we elaborate more on a solution to perform self monitoring for direct AI/ML positioning when the model has been trained with data augmentation techniques without any signaling overhead. 
[bookmark: _Toc127550229]For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning): Model monitoring is left for implementation. No specification impact is expected.

[bookmark: _Toc126842989]Data collection for training 
For the Case 3b direct AI/ML solutions, gNB data reported to LMF is used for model training and model inference. As discussed above, data for model inference can be collected in gNB based on SRS transmissions from a UE. For Case 3b solutions, input data from several TRPs is used in the model training and model inference stages. 
As stated in Section 2.1, we propose to prioritize offline AI/ML model training for Rel-18. For training purposes, model input data as well as appropriate record keeping information (e.g., time stamp) of the data needs to be collected. The model input data is CIR, or RSRP, or other types of rich channel information.
Using supervised learning, the data labels need to represent the model output, in this case, the UE position. Regardless how the labelling is achieved, the labels (i.e., UE position) need to be collected in a way so that they can be properly associated with the model input when building up the database for model training.
For data collection, PRUs or another type of special UE are commonly proposed to be used. With a special UE, it is assumed that the UE location is known in the network and the network is control of when the special UE is transmitting the SRS, so that the special UE is triggered to transmit the configured SRS at the known location. Hence, ground truth label generation and association of rich channel information with the correct label can be done in the network. 
[bookmark: _Toc127550230]For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning): The same standard impact (if any) is expected to support data collection for model training and model inference.

[bookmark: _Toc126842990](Case 1) UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning 
For case 1, the entire procedure from performing PRS measurement to determining UE location is fully contained within the black box (i.e., the UE). The UE does not have to reveal any information to the network about model input, model output, training data collection, or model monitoring. If the UE does not choose to share the information, the network may not be able to tell whether the UE used direct AI/ML approach, or AI/ML assisted approach, or the UE has invoked the conventional positioning method as a fall-back.  Thus the standard impact of Case 1 highly depends on the information the UE chooses to request from, or report to, the network. 
[bookmark: _Toc127550231]For Case 1 (UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning): The standard impact depends on the information the UE chooses to request from or report to the network.
[bookmark: _Toc126842991](Case 2a) UE-assisted/LMF-based positioning with UE side model, AI/ML assisted positioning 
Case 2a solution covers AI/ML assisted positioning with UE side model. For the solutions discussed so far during the study item, some variant of the channel impulse response (full CIR or path timings with RSRPPs for example) and RSRP are the main model input alternatives. As model output, LoS classification or time of arrival estimates are common model output parameters. 
[bookmark: _Toc126842992]AI/ML model inference 

The UE can utilize DL PRS transmissions to estimate the channel impulse response or RSRP values to be used for model input for the assisted solutions in Case 2a. For the inference phase, the gNB can be configured to transmit PRS for the UE to perform measurements on. 
The LPP protocol supports reporting of DL RSTD (DL Reference Signal Time Difference) with optional additional path information from the UE to LMF. The RSTD is the relative timing difference between this neighbour TRP and the PRS reference TRP. The LPP protocol also supports reporting of various other types of measurements, e.g., LoS/NLoS indicator, ToA/RSTD, DL-PRS-RSRP, DL AoD.
Hence, model output reporting for the evaluated assisted AI/ML positioning solution using a UE side model can be supported with existing LPP signalling. Also, with existing measurement reports, the conventional positioning methods (e.g., DL-TDOA) works the same regardless of how the measurement values are obtained by the UE (AI/ML or non-AI/ML).
[bookmark: _Toc127550212]For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning): Model inference can be supported with existing signalling, where the reporting of model output to LMF reuses the existing LPP IEs (e.g., LoS/NLOS indicator, ToA/RSTD, DL-PRS-RSRP, DL AoD).
[bookmark: _Toc127550232]For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning): No specification impact is expected when the model output is fully aligned with existing measurement report.
[bookmark: _Toc126842993]AI/ML model registration, selection, activation, deactivation, switching, and fallback operation 
In our contribution for agenda item 9.2.1 [2], model management, i.e., model registration, selection, activation, deactivation, switching and fallback operation, is extensively discussed, using beam management as an example use case. According to [2], there is a difference between AL/ML functionalities and AI/ML models. A certain functionality can be provided with using different models. Using and expanding on the existing UE capability framework, a certain functionality capability is reported by the UE and configured by the network. Based on the UE-assisted positioning with UE side model solutions evaluated so for in the study item, the AI/ML model output can be reported using the existing signaling framework, hence no new functionality is proposed. Hence, for this case, whether the UE is reporting using legacy measurements or using an AI/ML model is transparent to the network. 
Thus, we have the following observations and proposals:
[bookmark: _Toc118467932][bookmark: _Toc127550213]For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning): If the AI/ML output can be reported using existing legacy signalling no new functionality is introduced and hence, model management is transparent to the network. 
[bookmark: _Toc127550233]For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning): Conclude that as long as the AI/ML output can be reported using existing legacy signaling, model management is transparent to the network.
[bookmark: _Toc126842994][bookmark: _Toc126842995]AI/ML model performance monitoring 
As stated in our contribution for agenda item 9.2.1 [2], the performance of UE side one-sided AI/ML models is expected to be monitored on the UE side. 
However, for Case 2a, the same model monitoring approach as outlined for Case 3a can be used. The residual loss is calculated as part of the positioning calculation in LMF and can be provided as monitoring information back to the UE. 
[bookmark: _Toc126851862][bookmark: _Toc127142999][bookmark: _Toc127278886][bookmark: _Toc127550234]For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning): Conclude that model monitoring is handled on the UE side. Available residual loss information could be used as assistance data from the network to the UE for monitoring purposes.

[bookmark: _Toc126842996](Case 2b) UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning 
Case 2b solution covers UE assisted direct AI/ML positioning with LMF-side model. For the solutions discussed so far during the study item, some variant of the channel impulse response (full CIR or path timings with RSRPPs for example) and RSRP are the main model input alternatives. The evaluated models provide UE location as the output.
[bookmark: _Toc126842997]AI/ML model inference
Like Case 2a, the UE can utilize DL PRS transmissions to estimate the channel impulse response or RSRP values, which is uses as model input. For the inference phase, the gNB can be configured to transmit PRS for the UE to perform measurements, and the UE send the measurement reports to LMF to be used as model input. 
The LPP protocol supports reporting of DL PRS measurement results such as LoS/NLoS indicator, ToA/RSTD, DL-PRS-RSRP, DL AoD. However, in most evaluation results reported so far in the study item, a time domain CIR with 256 entries has been used as model input for Case 2b and 3b solutions.  Thus, similar to Case 3b, it needs to be evaluated if the existing LPP signalling need to be extended due to: (a) new model input type (e.g., CIR) is reported instead of RSTD/DL-PRS-RSRP/etc; (b) more time domain samples may be needed than the existing list size of 8 for DL-PRS-RSRP.
[bookmark: _Toc127550214]If supporting Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning): The existing measurement reporting from UE to LMF might need to be enhanced to support model inference due to potentially new information type (e.g., CIR) and/or a larger size of measurement report.
[bookmark: _Toc127550215]If supporting Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning), it is necessary to define ML model input which is to be carried by LPP from UE to LMF. The extent of specification impact depends on the type and size of measurement results that are required as the model input.
For Case 2b, the channel information report is transmitted over the air interface on top of RRC, which have a size limitation for the information elements. Transmitting a very rich channel information report over the air interface seems unrealistic. In addition, rich channel information can be obtained in the network using UL reference signals. Therefore, we propose to deprioritize Case 2a. 
[bookmark: _Toc127550235]Deprioritize Case 2b, considering the large signalling overhead and the size limitations of RRC signalling. 
[bookmark: _Toc126842998]AI/ML model registration, selection, activation, deactivation, switching, and fallback operation
For direct AI/ML Case 2b positioning, the AI/ML model is deployed and controlled fully on the network side. Hence, there is no specification impact foreseen for model registration, selection, activation, deactivation, switching or fallback operation.  
[bookmark: _Toc127550216]If supporting Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning): AI/ML model registration, selection, activation, deactivation, switching, and fallback operation are left for implementation. No specification impact is expected.

[bookmark: _Toc126842999]AI/ML model performance monitoring 
For direct AI/ML Case 2b positioning, the AI/ML model is deployed and controlled fully on the network side. Hence, no specification impact is expected for model monitoring. 
[bookmark: _Toc127550217]If supporting Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning): Model monitoring is left for implementation. No specification impact is expected.
[bookmark: _Toc126843000] Data collection for training 
For the Case 2b direct AI/ML solutions, UE data reported to LMF is used for model training and model inference. As discussed above, data for model inference can be collected in UE based on PRS transmissions from gNB. For Case 2b solutions, input data reflecting UE measurements of several TRPs’ PRS is used in the model training and model inference stages. 
As stated in Section 2.1, we propose to prioritize offline AI/ML model training for Rel-18. For training purposes, model input data as well as appropriate record keeping information (e.g., time stamp) of the data needs to be collected. Using supervised learning, the data labels need to represent the model output, in this case, the UE position. 
Regardless how the labelling is achieved, the labels (i.e., UE position) need to be collected in a way so that they can be properly associated with the model input when building up the database for model training.
For data collection, PRUs or another type of special UE are commonly proposed to be used. With a special UE, it is assumed that the UE location is known in the network and the network is in control of when the special UE is receiving the PRS, so that the special UE is triggered to measure the configured PRS at the known location. Hence, ground truth label generation and association of rich channel information with the correct label can be done in the network.
In case the UE location and timestamp information is not known in the network, this information needs to be collected together with the data. To enable collection of label information, enhancements of the LPP protocol are needed. Hence, it 
[bookmark: _Toc127550218]If supporting Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning): If label information is not needed for training data collection, the same standard impact is expected to support data collection for model training and model inference. If label information is needed, the format of the label information needs to be defined to conclude on what signaling enhancements that are needed.  

[bookmark: _Ref118642439][bookmark: _Toc126843001]Conclusion
In the previous sections we made the following observations: 
Observation 1	For Case 3a (NG-RAN assisted positioning, AI/ML assisted positioning): AI/ML model inference is up to network implementation and transparent to the UE and LMF.
Observation 2	Performance monitoring of AI/ML assisted positioning (e.g., Case 3a, Case 2a) can be achieved by evaluating the residual loss from the triangulation-based error minimization positioning algorithm (i.e., conventional positioning methods). No need to collect labelled data for model monitoring purpose. This is an important advantage of AI/ML assisted positioning approaches over the AI/ML direct positioning approach (e.g., Case 3b).
Observation 3	For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning): Model inference can be supported with existing signalling, where the reporting of model output to LMF reuses the existing LPP IEs (e.g., LoS/NLOS indicator, ToA/RSTD, DL-PRS-RSRP, DL AoD).
Observation 4	For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning): If the AI/ML output can be reported using existing legacy signalling no new functionality is introduced and hence, model management is transparent to the network.
Observation 5	If supporting Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning): The existing measurement reporting from UE to LMF might need to be enhanced to support model inference due to potentially new information type (e.g., CIR) and/or a larger size of measurement report.
Observation 6	If supporting Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning), it is necessary to define ML model input which is to be carried by LPP from UE to LMF. The extent of specification impact depends on the type and size of measurement results that are required as the model input.
Observation 7	If supporting Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning): AI/ML model registration, selection, activation, deactivation, switching, and fallback operation are left for implementation. No specification impact is expected.
Observation 8	If supporting Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning): Model monitoring is left for implementation. No specification impact is expected.
Observation 9	If supporting Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning): If label information is not needed for training data collection, the same standard impact is expected to support data collection for model training and model inference. If label information is needed, the format of the label information needs to be defined to conclude on what signaling enhancements that are needed.

Based on the discussion in the previous sections we propose the following:
Proposal 1	For the use case of positioning accuracy enhancement, prioritize the study of offline AI/ML model training in Release 18.
Proposal 2	For the use case of positioning accuracy enhancement, model transfer is not considered.
Proposal 3	At least for AI/ML models residing at network side (Case 2b, 3a, 3b), it is not part of RAN1 scope to discuss whether/how to map the AI/ML functional entities to network nodes.
Proposal 4	For Case 3a (NG-RAN assisted positioning, AI/ML assisted positioning):  The input to the AI/ML model does not need to be specified. The model output can be reported from gNB to LMF using existing signaling.  No specification impact is expected for model inference.
Proposal 5	For Case 3a (NG-RAN assisted positioning, AI/ML assisted positioning):  AI/ML model registration, selection, activation, deactivation, switching, and fallback operation are left for implementation. No specification impact is expected.
Proposal 6	For Case 3a, model monitoring metric is calculated without collecting test data. No signalling is to be specified to collect test data for model monitoring purpose.
Proposal 7	For Case 3a (NG-RAN node assisted positioning with LMF-side model, AI/ML assisted positioning): The format of input to the AI/ML model does not need to be specified for model inference nor training data collection.
Proposal 8	For Case 3a (NG-RAN node assisted positioning with LMF-side model, AI/ML assisted positioning): Study signaling enhancements for the LMF to provide the ground truth label (e.g., ground truth direct path ToAs or UE locations) together with the SRS configuration to support the training data collection.
Proposal 9	For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning): The existing reporting from gNB to LMF might need to be enhanced to support model inference due to potentially new information type (e.g., CIR) and/or a larger size of measurement report.
Proposal 10	For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning): AI/ML model registration, selection, activation, deactivation, switching, and fallback operation are left for implementation. No specification impact is expected.
Proposal 11	For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning): Model monitoring is left for implementation. No specification impact is expected.
Proposal 12	For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning): The same standard impact (if any) is expected to support data collection for model training and model inference.
Proposal 13	For Case 1 (UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning): The standard impact depends on the information the UE chooses to request from or report to the network.
Proposal 14	For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning): No specification impact is expected when the model output is fully aligned with existing measurement report.
Proposal 15	For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning): Conclude that as long as the AI/ML output can be reported using existing legacy signaling, model management is transparent to the network.
Proposal 16	For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning): Conclude that model monitoring is handled on the UE side. Available residual loss information could be used as assistance data from the network to the UE for monitoring purposes.
Proposal 17	Deprioritize Case 2b, considering the large signalling overhead and the size limitations of RRC signalling.
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