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Introduction
In previous RAN1 meetings, sub use cases and potential specification impact for CSI feedback enhancement have been discussed and several agreements/conclusions have been achieved. This contribution will further discuss the potential specification impact for CSI feedback enhancement.
[bookmark: _Ref129681832]Potential specification impact for CSI compression
In the last meeting [1], it has been agreed that the CSI prediction sub use case is selected as a representative sub-use case while the potential spec impact discussion will start at no earlier than RAN1#112b-e. Thus, in this section, we will discuss the potential specification impact for the CSI compression sub use case.
	Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.


Data collection
In the last meeting, data collection had been discussed yet without achieving agreements. In the following, the discussions on Network side data collection for ground-truth CSI, UE side data collection, and delivery of the dataset are provided.
Network side data collection
In the last meeting, the following proposal was raised for Network side data collection [2].
	Proposal 3-2-2:  
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection for AI/ML model training/validation/testing/fine-tuning including at least:   
· Enhancement of SRS and/or CSI-RS measurement/reporting, e.g., enhancement to enable higher accuracy measurement 
· Signaling/procedure for the UE report of the ground-truth CSI, e.g., dataset format/type, high resolution data samples, etc.
· Signaling for triggering/configuring the data collection procedure, e.g., measurement occasion interval (data logging interval) and duration


In order to support AI/ML model training/updating/monitoring at the Network side, data collection for the ground-truth CSI at the Network side is required. Several options are analyzed in the following.
· Option 1: Use the ground-truth CSI from simulation platform or test field
· Option 2: Use the ground-truth CSI of realistic UL channels measured by Network
· Option 3: Use the ground-truth CSI of realistic DL channels measured by UE and reported to Network
From the evaluation results for generalization in our companion contribution [3], when an AI/ML model trained under Scenario#A dataset but applied to Scenario#B for inference, the performance may be degraded if the two scenarios have different channel characteristics. In general, the channel characteristics from simulation platform/test field and realistic network are not the same, thus Option 1 may not adapt well to the diverse and varying realistic scenarios.
Option 2 works if the UL channel and DL channel are reciprocal. However, as a high prioritized applicable case for CSI feedback, the FDD system generally cannot provide good enough reciprocity between UL and DL for the AI/ML model trained with UL but inference with DL. Even though the reciprocal requirement for training dataset is not strict, the difference between TX and RX settings may also bring some uncertainties for using dataset constructed by UL channels to train AI/ML models for CSI feedback. Moreover, the accuracy of model monitoring relies more heavily on the precision of the ground-truth CSI which should be the exact measured DL CSI instead of being acquired from UL measurement.
Option 3 can make use of the realistic data samples to much better adapt to the realistic scenarios due to the ground-truth CSI report from UE to Network. To take the role of labels, the ground-truth CSI should have higher resolution than the legacy PMI (e.g., legacy TypeI/TypeII PMI). On the other hand, the overhead of the ground-truth CSI can be studied so that the concerns on transmitting ground-truth CSI over the air-interface can be relieved. To analyze the overhead of the ground-truth CSI report, how to quantize the ground-truth CSI and feedback to the Network can be studied in advance. For offline training, data collection is not required to be real-time and thus there is no strong restriction on the time duration of the data collection procedure in the realistic network. In addition, considering the period of performing training/updating/monitoring can be relatively long due to slow varying channel characteristics in a cell, data collection is not required to be performed very frequently neither. Therefore, the average overhead for the report of ground-truth CSI would not be a critical issue. Moreover, some quantization or compression methods can be adopted to largely reduce the overhead of the ground-truth CSI. 
An example of the overhead analysis for Option 3 is provided in Table 1, where two quantization methods are provided, including 1) Scalar quantization, e.g., Float32, Float16, 8bit scalar quantization, and 2) an enhanced Rel-16 TypeII CB with new/enhanced parameters to achieve higher resolution. The total overheads of datasets for training an AI/ML model from scratch with Transformer backbone as adopted in  [3] are provided for both quantization methods. The average overhead analysis in Table 1 has shown that the average overhead per hour is only 5.9 MB if data collection period (i.e., the time distance between two data collection windows) is 1 week, and it can be further reduced to 238 KB if training dataset is quantized by Rel-16 TypeII CB with new/enhanced parameters. As analyzed in the table as well as shown by the evaluation results in our companion contribution [3], using training dataset quantized by Rel-16 TypeII CB with new/enhanced parameters achieves marginal performance loss (<0.7%) as compared to the ideal Float32 method but can reduce 96% overhead of training dataset delivery.
[bookmark: _Ref115451329]Table 1 Overhead analysis for ground-truth CSI
	Compression method
	Overhead per sample
	Total overhead, 300k samples
	Average overhead per hour

	
	
	
	data collection period = 1 month
	data collection period = 1 week
	data collection period = 1 day

	Float32
	3.3 KB
	992 MB
	1.4 MB
	5.9 MB
	41 MB

	Float16
	1.67 KB
	499 MB
	0.69 MB
	2.97 MB
	21 MB

	8bit scalar quantization
	832 B
	250 MB
	0.35 MB
	1.49 MB
	10.4 MB

	Rel-16 TypeII CB with new parameters: L=10, p=0.9, beta=0.31, amplitude: 4 bits, phase: 6 bits
	127 B
	40 MB
	56 KB
	238 KB
	1.7 MB


It should be noted that, the ground-truth CSI can be reported per sample, or reported in a batch, e.g., UE can report several hundreds of ground-truth CSI samples in a batch after a relative longer time of measurement over CSI-RS. Based on Table 1, the overhead per sample can be as small as 127 Bytes with Rel-16 TypeII-like CB. As a comparison, the maximal PMI payload of Rel-16 TypeII CB is around 80 Bytes, thus the increase of overhead is still acceptable to be carried on UCI. In this regard, if the ground-truth CSI is reported in a per sample manner, the ground-truth CSI can be reported through PHY signaling, e.g., UCI on PUSCH. Furthermore, the number of ranks and the index(es) of layer(s) for the report of ground-truth CSI can be designated by the gNB rather than autonomously calculated and reported by UE as in the legacy CSI feedback in UCI; this will benefit gNB to collect the data of the wanted layers, e.g., the higher layers which may be rarely reported by UE at relatively medium/low SINR region. On the other hand, if the ground-truth CSI is reported in a batch, higher layer signaling may be more suitable, e.g., RRC signaling.
In addition, the types of the report should be studied, e.g., raw channel matrix or eigenvectors. This is similar as the analysis for dataset delivery and input/output type.
For the enhancement of SRS and/or CSI-RS measurement/reporting, as the AI/ML operation is data-driven, the quality of the dataset can significantly contribute to the performance of the AI/ML model in principle. Therefore, enhanced CSI-RS may be considered specifically for the data collection procedure to generate the dataset with more accurate ground-truth CSI as samples. For example, by setting a higher power to the CSI-RS and/or SRS or allocating more REs in time/frequency domain to the CSI-RS for data collection so that UE can achieve more accurate DL measured channel as the ground-truth CSI labels.
Observation 1: The overhead of data collection and report for ground-truth CSI may not be a big issue considering that the average overhead of data collection is relatively small during the long period of model training/updating/monitoring as well as dataset compression.
Proposal 1: Potential specification impact of the Network side data collection of ground-truth CSI reported via air-interface should be studied for the model training/updating/monitoring purpose.
· Enhancement of SRS and/or CSI-RS measurement/reporting, e.g., enhancement to enable higher accuracy measurement 
· Data sample format: Scalar quantization and/or Codebook based quantization, e.g., Rel-16 TypeII-like with higher resolution.
· Data sample type(s), e.g. eigenvector, channel matrix, etc.
· Container, e.g., RRC signalling, PHY signalling (UCI).
· Signaling for triggering/configuring the data collection procedure.
Proposal 2: For the Network side data collection of ground-truth CSI, the number of ranks and the index(es) of layer(s) for the report of ground-truth CSI can be designated by the gNB rather than autonomously calculated and reported by UE.
UE side data collection
In the last meeting, the following proposal was raised for UE side data collection [2].
	Proposal 3-2-1:  
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement for AI/ML model training/validation/testing/fine-tuning including at least  
· Enhancement of CSI-RS design, e.g., training specific CSI-RS design 
· Assistance information for UE data collection in forms of an ID, e.g., dataset ID, configuration ID, scenarios ID etc.
· Signaling for triggering/configuring the data collection procedure


For enabling the data collection at the UE side, the signaling for triggering the data collection event or configuring the period of data collection may be needed. 
In addition, for the UE initiated data collection, the UE request signaling can also be studied, possibly in together with additional meta information for the required data samples/dataset. E.g., the type of needed data samples, the size of the requested dataset, etc.
For the enhancement of the CSI-RS design, it is similar to the Network side data collection, that the CSI-RS can be enhanced for UE to perform more accurate channel estimation for labels with higher quality. In addition, the training dedicated CSI-RS can be considered to be differentiated with other normal CSI-RS configurations by UE.
Proposal 3: For the potential specification impact of data collection of the CSI compression sub use case, the potential assistance signaling for UE’s data collection includes at least:
· Enhanced CSI-RS for DL channel measurement, e.g., training dedicated CSI-RS
· Signaling for triggering/configuring the data collection procedure
· Signaling for requesting the data collection procedure, including the meta information for the required data samples/dataset, e.g., the type of needed data samples, the size of the requested dataset, etc.
For the assistance information in terms of ID, in our understanding, the necessity and content of such ID information needs further clarified. If the assistance information is RRC configurations, e.g., CSI-RS configurations, the UE can naturally obtain such RRC configurations without additional information. If the assistance information is kind of antenna layout/TxRU mapping information, it is still part of the Network/MNO proprietary as the UE side has to know the interpretation of the ID to the specific Network design of Network deployment. If the assistance information is kind of scenario/area/zone information, the UE can already obtain the geographic position with its own positioning functionality without being notified by gNB; if such scenario/area/zone ID is to be indicated by the Network, on the other hand, it will consume significant offline interoperability efforts between Network vendors/MNOs and UE vendors for the categorization and interpretation of such IDs. Therefore, the necessity and content of assistance information needs to be clarified.
Proposal 4: For the UE side data collection of the CSI compression sub use case, the necessity and content of assistance information in forms of an ID needs to be further clarified and justified.
Delivery of the dataset
In the last meeting [2], the following proposal about dataset delivery had been discussed.
	Proposal 3-1-5: 
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, further study necessity, feasibility, and potential specification impact on:
· Training dataset and/or other information (e.g., dataset ID) delivery from UE side to NW side for UE first training
· Training dataset and/or other information delivery (e.g., dataset ID) from NW side to UE side for NW first training
· Quantization/de-quantization related information
· Note: other aspects are not precluded.


As will be analyzed in Section 2.2, some training types such as Type 2/3 need the Network side and the UE side to train the CSI reconstruction part and the CSI generation part, respectively, based on aligned dataset, so that the signaling and the procedure for dataset delivery need to be studied as part of the training types. In order to align the understanding of the delivered dataset between the Network side and the UE side, the following aspects should be considered for dataset delivery:
· Size of the dataset, e.g., how many data samples are contained in the delivered dataset.
· Format of data sample, e.g., the dimension of the data samples.
· Type of data sample, e.g., whether the data samples are channel matrix or eigenvectors
[bookmark: OLE_LINK10]Proposal 5: In CSI compression using two-sided model with training collaboration Type 3, further study potential specification impact on:
· Training dataset and/or other information delivery from UE side to Network side for UE first training.
· Training dataset and/or other information delivery from Network side to UE side for NW first training.
· The specification impact includes the size of the dataset, format of data sample, type(s) of the data sample, etc.
Training collaboration types
In the RAN1#110 meeting, the following agreement had been achieved for training collaborations. 
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded.


The pros and cons of each training collaborations are analyzed separately in below.
Training collaboration Type 1 
For Type 1, the two-sided AI/ML model is trained at one side, which could be at Network side or at UE side. After model training is completed, Network delivers the trained CSI generation part to UE, as shown in Figure 1(a), or UE delivers the trained CSI reconstruction part to Network, as shown in Figure 1(b).
	[image: ]
	[image: ]

	(a) Joint training of the two-sided model at Network side
	(b) Joint training of the two-sided model at UE side


[bookmark: _Ref110631031]Figure 1 Joint training of the two-sided model at a single side/entity 
Joint training at Network side
Joint training at the Network side has several advantages: 
· Theoretically it may achieve the optimal network performance since CSI generation part and CSI reconstruction part are designed and trained jointly at Network with ideal model pairing. However, due to the practical restrictions as mentioned below, such theoretical performance may hardly be achieved.
· Flexibility on scenario-specific model: Network can support cell/site/scenario/configuration specific model flexibility. Network can also dynamically update UE’s model after deployment when the wireless scenario changes, e.g., UE handover. 
· Burden on model maintenance/storage: Network, in particular gNB, can train and maintain a unified CSI reconstruction part over multiple UEs.
Joint training at the Network side also faces some challenges/downsides: 
· Software/hardware compatibility: The algorithm design of AI/ML model is coupled with the hardware (e.g., chipset) and the software platforms (e.g., runtime environment), so that an unseen delivered AI/ML model arbitrarily developed by the Network vendor may not run successfully at the UE side. In particular, the CSI generation part model structure developed without involving the corresponding UE vendor may suffer low operating efficiency, long operating latency, high power consumption, or even failure of running at the UE modem. To summarize, the UE may face the compatibility issue for the model structure developed by Network without interoperation with the UE vendor. To alleviate the compatibility issue as aforementioned, it would incur the following restrictions/issues.
· Engineering isolation: The supported model structure(s) of the CSI generation part need to be aligned between the Network vendor and the UE vendor, e.g., in an offline manner, as analysed in our companion contribution [4]. This would lead to offline co-engineering, i.e., the engineering isolation is crippled to large extent. 
· Device specific optimization: Due to the interoperation, the device specific optimization at the UE side may also be restricted by the preference of the Network side.
· Burden on model maintenance/storage: As different UE vendors would probably support different structures of the CSI generation part, the Network vendor may need to maintain/store numerous CSI generation parts from different UE vendors and different UE versions of per UE vendor (though only a single CSI reconstruction part is maintained/stored at the gNB). Considering there are UEs from multiple UE vendors/UE versions in the same cell, this maintenance/storage burden is imposed on the gNB.
· Performance: Due to the co-engineering restriction, the Network vendor may not freely develop the CSI generation part to achieve best match with the CSI reconstruction part at gNB (i.e., restricted model pairing as analysed in [3]), so that the performance may become suboptimal. Moreover, as the CSI reconstruction part may need to be jointly trained with multiple CSI generation parts from different UE vendors, the performance would be further impacted, which is similar to the Type 2 training between 1 Network part model to M UE part models as evaluated in our companion contribution [3].
· UE capability on compiling: Current UE modem may not have the capability of compiling AI/ML models. If the AI/ML model subject to the open format is transferred/delivered to UE, UE may need to upload the AI/ML model to a non-3GPP entity for compiling which consumes additional overhead over air-interface resources as analysed in our companion contribution [4].
· Model proprietary: The implementation of AI/ML models are usually proprietary. Whether or how to keep the proprietary of AI/ML models when Network side model is transferred/delivered to the UE needs to be further studied.
· Overhead: The air-interface overhead is needed for model transfer/delivery regardless it is transferred/delivered via CP, UP, or 3GPP transparent. For CSI generation part with large size, in particular, the overhead could become a critical issue if the model is frequently updated.
Joint training at UE side
The merit of joint training at UE side is listed as below: 
· UE side can maintain a unified CSI generation part over multiple Network vendors which reduces the storage burden of UE side. 
However, the cons of joint training at UE side includes follows:
First, joint training at UE side faces the similar challenges/issues as the joint training at Network side, including: software/hardware compatibility issue (which further incurs engineering isolation issue, device specific optimization issue, suboptimal performance, etc.), overhead, and model proprietary issue. For the same reason, joint training at UE side also may hardly achieve engineering isolation, device specific optimization may also be restricted, and the performance may hardly reach optimum.
Second, in contrast with joint training at Network side, there are a couple of specific downsides for joint training at UE side: 
· Flexibility on scenario-specific model: For the joint training at Network side, Network vendor can flexibly perform cell/scenario specific model training based on specific network planning and site types, thus it is more realistic for Network to train AI/ML models that best match the cell environment. As a comparison, for the joint training at UE side, dataset collected by UE vendors may not match the specific cell environment of the Network vendor/MNO, so that the model would be suboptimal.
· Model updating flexibility: The model update for the joint training at Network side (which can train the model at the gNB with an on-demand manner) is much easier than model update at the UE side which cannot train the model at the UE device due to the limitation of the UE capability.
· Burden on model inference/storage: gNB needs to inference/store multiple CSI reconstruction parts delivered from different UE vendors/UE versions at the same time which increases the burden of computing and storage on the Network side. As CSI reconstruction part is generally with larger size to CSI generations part, the burden of storage at gNB is heavier than joint training at Network side.
Observation 2: For CSI compression with two-sided model, training Type 1 may suffer software/hardware compatibility issue, and the following restrictions/issues may need to be considered to relieve the compatibility issue:
· Network may have to interoperate with various UE vendors/UE versions to dedicatedly train the CSI generation part for UE, which harms the engineering isolation.
· Network, in particular gNB, may have to maintain/store multiple CSI generation parts trained for different UE vendors/UE versions.
· Network vendor may not freely develop the CSI generation part for UE, which may restrict the pairing with the CSI reconstruction part and thereby result in sub-optimal performance.
Observation 3: For training Type 1 of CSI compression, compared with joint training at Network side, performing joint training at UE side and delivering the model to the Network incurs extra challenges for Network due to the following reasons:
· Inconvenience of training cell/scenario specific models.
· Inflexible model update.
· Burden of inference/storing multiple Network part models at gNB delivered from different UE vendors/UE versions.
The potential specification impact for Type 1 may include AI/ML model transfer, e.g., the signaling and container for model structure and/or parameters.
Training collaboration Type 2 
Type 2 can be defined as: a process to train the CSI generation part at UE side and CSI reconstruction at Network side in one forward propagation (FP) & backward propagation (BP) loop across the Network and the UE. In this type, both Network and UE are involved in model training while no AI/ML model is transferred over air-interface. 
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[bookmark: _Ref110631065][bookmark: _Ref110631004]Figure 2 Joint training of the two-sided model at Network side and UE side, respectively
In particular, the model structure of CSI generation part and CSI reconstruction is designed separately by UE vendor and Network vendor, respectively, as shown in Figure 2, and the model of one vendor is unaware of by the vendor at the opposite side. By defining the BP and the FP interaction procedure and under a common dataset, the parameters of CSI generation part and CSI reconstruction can be trained jointly through iterative FP/BP loops. As an interaction approach, the FP information (e.g., the compressed CSI) and the BP information (e.g., the gradients information) during training process can be exchanged. 
The pros of training Type 2 are list as below: 
· Model proprietary: Since the UE part model the Network part model are designed and trained by UE vendor and Network vendor, respectively, model proprietary can be kept and device specific optimization is also allowed.
· Burden on model maintenance/storage: Network can maintain a unified model over multiple UEs with the sacrifice of performance loss to some extent, as described and evaluated in our companion contribution [3].
However, training Type 2 relies on complex design to support real-time interaction of FP/BP iterations between Network and UE which introduces huge challenges. E.g., it is challenging to align the joint training timeline over multi-Network vendors and multi-UE vendors as different vendors would have separate time plans of model/product development. Therefore, the cons of training Type 2 include follows:
· Engineering isolation: Due to the real-time interaction of FP/BP iterations between Network and UE, engineering isolation is seriously breached. UE vendor and Network vendor can’t accomplish model training/updating independently. Thus, model update will be not flexible after deployment since cooperation between UE vendor and Network vendor is needed.
· Flexibility on scenario-specific model: Due to the offline joint development, cell/site/scenario/ configuration specific model is also not flexible to support. 
· Model updating flexibility: Due to the offline joint development, model update may be not flexible after deployment.
Observation 4: For training Type 2 of CSI compression and model updating, it relies on complex design to support real-time interaction of FP/BP iterations between Network side and UE side, which causes strong challenges to engineering isolation especially for the case of multi-Network vendors to multi-UE vendors.
Training collaboration Type 3
The procedure of how to proceed Type 3 needs further clarifications. 
NW first training
The procedure of Type 3 for NW first training is illustrated in Figure 3, including following steps: 
· Step 1, Network trains a two-sided AI/ML model, which includes a CSI generation part and a CSI reconstruction part with dataset#1 of original CSI, . Note that the Network side CSI generation part is used only for training but will not be deployed for inference. 
· Step 2, Network side shares the dataset#2 to UE side. The dataset#2 contains both input () and output (CSI feedback, ) of the Network side CSI generation part.
· Step 3, UE trains a UE side CSI generation part using the dataset#2, with the training input as  and the loss function generated as , where  is the output of UE side CSI generation part. The output of the Network side CSI generation part, , is regarded as labels for the UE side CSI generation part.
· Step 4, Network side CSI reconstruction part at Step 1 and UE side CSI generation part in Step 3 can be separately deployed for joint inference. 
Once the training at UE is finished, the output of the UE side CSI generation part will be close to the output of the Network side CSI generation part used in Step 1 under the same input for them, so the Network side CSI reconstruction part can recognize the output of the UE side CSI generation part and accurately recover the target CSI accordingly. For Type 3, the UE side CSI generation part is designed and trained by the UE with UE side FP/BP iterations, and the Network side CSI reconstruction part is designed and trained by Network with Network side FP/BP iterations. The design of the Network side CSI reconstruction part and the UE side CSI generation part can therefore be kept proprietary.
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[bookmark: _Ref109739396]Figure 3 Procedure of separate training for CSI compression
Separate training facilitates the training of two-sided model by introducing only dataset sharing between Network side and UE side. The advantages of separating training with dataset sharing is as follows:
· Software/hardware compatibility: Model training at Network and UE are performed separately, thus the hardware/software compatibility issue can be avoided. Consequently:
· Engineering isolation: The engineering isolation in terms of the CSI generation part alignment can be better ensured since the Network part model and the UE part model are individually developed and trained.
· Device specific optimization: The development of the CSI generation part and the CSI reconstruction part is performed by the UE vendor and the Network vendor, respectively, thus the gNB/device specific optimization is allowed.
· Burden on model maintenance/storage: The burden on model maintenance/storage at the gNB is relieved, as the Network can maintain a unified CSI reconstruction part over multiple UE. In addition, the UE side can also maintain a unified CSI generation part to match multiple Network vendors using dataset mixing; even if the generalized model compatible to multiple Network vendors is not achieved, it would not cause burden on the UE device, since the UE device only needs to store one CSI generation part corresponding to the specific cell being camped.
· Model proprietary: Model proprietary can be guaranteed as model disclosure or joint development between Network vendor and UE vendor on model structure may not be needed. 
· Flexibility on scenario-specific model: Network can flexibly generate the cell/site/scenario/ configuration specific model and deliver cell/site/scenario/configuration specific dataset to UE for training. 
· Model updating flexibility: For the model updating, if the dataset sharing is performed offline, it is not flexible to update model after deployment. However, since the required dataset size of model updating/fine-tuning may be much less than that of model training, dataset sharing for model updating can be also perform via air interface without introducing serious overhead. Therefore, the flexibility of model updating can be improved to some extent. Compared with Type 1 joint training at Network side though, it may be less flexible for model updating, since for Type 1, the delivered model can be directly used, or implemented after compiling; while for Type 3, UE side still needs to perform training in prior.
The potential issues faced by NW first separate training are listed and analyzed as below:
· Performance: The Type 3 may face the issue of suboptimal performance compared with joint training with ideal model pairing. In our companion contribution [3], however, the evaluation results have shown that there is only minor margin (<0.5%) between the performance of the separate training and the performance of the joint training even when the UE side CSI generation part has a different structure with the Network side CSI generation part. On the other hand, compared with Type 1/2 where the multi-vendor training may be inevitable (e.g., 1 Network to M>1 UEs, N>1 Networks to 1 UE, or N>1 Networks to M>1 UEs) and causes further performance loss, NW first Type 3 can naturally support 1 Network to M>1 UEs.
· Overhead: For the dataset sharing over air-interface, it would introduce additional overhead of dataset delivery. However, as analysed in Section 2.1.1, the model updating for a generalized model could be quite infrequent, and the overhead of training dataset can be reduced significantly by using some quantization methods. These would largely alleviate the overhead issue.
· Privacy-sensitive dataset sharing: As a clarification, the shared dataset is constituted by the CSI-related data which is irrelevant with the user privacy (e.g., user position, etc.) at least from the evaluated solutions so far. The dataset sharing/delivery can be performed under the contract agreement with the MNOs/UE vendors to mitigate the data ownership problem.
UE first training
There is an alternative mode for Type 3 which is symmetric to the above mode, i.e., UE first training: UE trains a two-sided AI/ML model and shares the dataset#2’ including the input and output of the UE side CSI reconstruction part, then Network trains a Network side CSI reconstruction part based on dataset#2’. It has similar pros with NW first training in terms of compatibility, model proprietary, and gNB/device specific optimization, while the aspects of performance, overhead, and privacy-sensitive dataset sharing are similar as NW first training. 
On top of that, UE first training faces the following specific issues:
· Flexibility on scenario-specific model: The dataset collected by UE side may not match the channel characteristics at the Network, regarding the Network vendor may want to perform cell/scenario specific model trainings while the dataset provided by UE vendors may not involve that categorization. Thus, cell/site/scenario/configuration specific model is not flexible to support.
· Model updating flexibility: Model update may be not flexible after deployment for the UE first training, since the training entity of the UE side would be the non-3GPP entity rather than the UE device due to the limitation of the UE capability, while for NW first training for comparison, the gNB can perform the update of the Network part model flexibly.
· Burden on model inference/storage: For the NW first training, if the generalized model pairing to multiple Network vendors is not achieved, it would not bring burden to UE device as it only stores one AI/ML model corresponding to the cell being camped. However, for the UE first training, the gNB may need to inference/store multiple Network part models to separately pair with UE part models subject to different UE vendors/UE versions.
Observation 5: For training Type 3 of CSI compression, 
· The shared dataset is constituted by the CSI-related data which may be irrelevant with the user privacy (e.g., user position, etc.).
· The dataset sharing/delivery can be performed under the contract agreement between the Network vendors/MNOs/UE vendors to mitigate the data ownership problem.
Observation 6: For training Type 3 of CSI compression, compared with NW first training, performing UE first training incurs extra challenges for Network due to the following reasons:
· Inconvenience of training cell/scenario specific models.
· Inflexible model update.
· [bookmark: _Hlk127563300]Burden of maintaining/storing multiple Network part models at gNB to pair with multiple UE vendors/UE versions.
The potential specification impact for Type 3 is the training datasets delivery between Network and UE. E.g., for the NW first training, the dataset sharing from gNB to UE may need to be specified, while for the UE first training, the dataset sharing is the other way around.
Comparison of the training collaboration types
In the last meeting, the three training types are proposed to be analyzed from the following perspectives. 
	Proposal 3-1-7: 
In CSI compression using two-sided model use case, further discuss the pros/cons of different training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Whether device specific optimization is allowed
· Overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to update models separately
· Model performance   
· Scalability, i.e., whether the number of models one vendor should develop increases with the number of collaborating vendors
· Whether two-sided model training and deployment adhere to 3GPP’s open and fair framework


We are basically fine with the above aspects, except for two items as analyzed in below.
“Scalability” is removed since for all training types where generalized models are considered, the scalability issue on model development may be relieved. 
Two items of “Whether gNB can maintain/store a single/unified model”, and “Whether UE device can maintain/store a single/unified model” are added to reflect the burden of model maintenance/storage to the gNB and the UE device, respectively. 
In addition, for “Whether two-sided model training and deployment adhere to 3GPP’s open and fair framework” item, we think all of the three training types may not achieve complete fairness. Both of Type 1 and Type 3 bring the dominant side in the training and thereby harming the fairness. E.g., for training Type 1, it includes the training at the Network side (Network-dominant) and the training at the UE side (UE-dominant); for training Type 3, it includes the NW first training (Network-dominant) and the UE first training (UE-dominant). The Network-dominant mode would be more beneficial for the Network vendors while the UE-dominant mode would be more beneficial for the UE vendors. For Type 2, there are two training methods as analyzed in our companion contribution [3]. If the AI/ML models of multiple Network venders and UE venders are trained sequentially in a pairwise manner, the fairness may be harmed for later trained Network-UE pairs where only one side may be able to update parameters during the joint training. If all of the AI/ML models of multiple Network venders and UE venders are trained simultaneously, it may be hard for a new vendor which haven’t been involved in the initial training to join the training process. Therefore, this item is removed from our summary for comparison.
In the last RAN1 meeting [1], a conclusion is achieved that training collaboration Type 2 over the air interface for model training is deprioritized in Rel-18 SI. Based on the above analysis, the pros and cons of aforementioned 3 training types (only offline based Type 2 is considered) are summarized in following Table 2.
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	Type 1
	Type 2
	Type 3

	
	NW-sided
	UE-sided
	
	NW first
	 UE first

	Whether model can be kept proprietary
	No
	No
	Yes
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No
	No
	No
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	No
	No
	Yes
	No

	Whether gNB/device specific optimization is allowed
	Restricted
	Restricted
	Yes
	Yes
	Yes

	Overhead
	Model
	Model
	N/A
	Dataset
	Dataset

	Model update flexibility after deployment
	Flexible
	Not flexible
	Not flexible
	Semi-flexible
	Not flexible

	Engineering isolation
	Non-isolable
	Non-isolable
	Strongly non-isolable
	Isolable
	Isolable

	Model performance
	Suboptimal
	Suboptimal
	Suboptimal
	Suboptimal
	Suboptimal

	Whether gNB can maintain/store a single/unified model
	No
	No
	Yes
	Yes
	Restricted

	Whether UE device can maintain/store a single/unified model
	Yes
	Yes
	Yes
	Yes
	Yes


Based on the above discussions, we make the following proposal on the potential spec impact.
Proposal 6: In CSI compression using two-sided model use case, further discuss the pros/cons of different training collaboration types including at least the following aspects:
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Whether device specific optimization is allowed
· Overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to update models separately
· Model performance
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Scalability, i.e., whether the number of models one vendor should develop increases with the number of collaborating vendors
· Whether two-sided model training and deployment adhere to 3GPP’s open and fair framework
Model inference 
Type of CSI generation model
In the last meeting, the input of the CSI generation part perceived by the Network and the output of the CSI reconstruction part perceived by the UE has been captured in the following Note [2]. 
	Note:
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW.


For AI/ML-based CSI compression, the input of CSI generation part can be the raw channel matrix or the precoding matrix as discussed and evaluated in 9.2.2.1. To enable the Network side data collection for the purpose of model training/monitoring as well as enabling the UE side monitoring of the intermediate KPI (as will be analyzed in Section 2.4.2), it is necessary for UE and Network to align the understanding of the format/dimension of the input-CSI-NW as well as the pre-processing method of the input; otherwise the above modes are not feasible to perform. Therefore, the types of input-CSI-NW and output-CSI-UE options needs to be studied.
Proposal 7: In CSI compression using two-sided model use case, further study potential specification impact of the following input-CSI-NW and output-CSI-UE options:
· Option 1: Raw Channel matrix, e.g., raw channel is in frequency domain or in delay domain.
· Option 2: Precoding matrix, e.g., the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation).
CSI feedback report
During the last RAN1 meeting, the following proposal about CQI determination had been discussed [2].
	Proposal 3-3-3(v1): 
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on target CSI with realistic channel measurement  
· CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Potential CQI compensation based on some assistance of network indication if configured 
· Potential CQI compensation based on monitored performance  
· CQI is calculated based on traditional codebook
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated


For AI/ML-based CSI compression, since UE doesn’t know the output channel matrix/eigenvector recovered by the CSI reconstruction part at Network, a straightforward way is that the UE adopts the original eigenvectors (i.e., the input-CSI-NW of the CSI generation part) for CQI calculation which is different from what will be recovered by Network. Such misalignment between the original channel and recovered channel will lead to misalignment of the CQI between Network and UE, and the CQI calculated by UE would be overestimated. To report a more accurate CQI, a simple way is that UE compensates the CQI calculated with the original eigenvectors; as the UE may not have information of the recovery CSI, the CQI compensation can be derived based on some assistance of Network indication, e.g., Network to indicate a previous output-CSI-UE to UE for calculating the compensation value.
Proposal 8: For the study of the potential specification impact of CQI determination for AI/ML-based CSI compression, CQI compensation based on some assistance of Network indication can be considered as a candidate solution.
For RI determination, the following proposal was provided in the FL summary. It is our understanding that the UE can simply reuse the legacy approach to calculate RI (e.g., based on SINR and eigenvector). Though in some AI/ML solutions, the Network can reconstruct the raw channel matrix, the legacy RI determination is still better to be performed and reported by UE as the UE has more accurate measurement on SINR to calculate the CQI and RI.
	Proposal 3-3-4: 
In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
· FFS: Soft rank reporting when full precoding matrix is reported 
· Other enhancements are not preclude


Proposal 9: For the CSI report of AI/ML-based CSI compression, legacy RI report procedure can be reused as a starting point.
During the last RAN1 meeting, the following proposal about UCI configuration and report had been discussed [2]. 
	Proposal 3-3-5: 
In CSI compression using two-sided model use case, further study the following options for UCI configuration and report: 
· Option 1: NW configure the max UCI payload size. UE selects the rank and CSI generation model within the max UCI payload size constraint configured by the network.  
· Option 2: NW configures a list of model IDs and max UCI payload size, and UE selects rank and CSI generation model from the configured list and within the max UCI payload size constraint configured by the network. 
· Option 3: NW configures the model ID to be used by the UE. UE will use the corresponding CSI generation model configured by the NW.
· Other options are not excluded.


In legacy CSI feedback framework, the maximum rank number, the codebook type and the codebook parameter combinations (including the number of frequency/spatial domain basis and the maximum number of non-zero coefficients), can be configured so that the gNB has the flexibility on the maximum CSI feedback payload size in terms of rank number and CSI feedback granularity per layer. In addition, the UE can autonomously determine the RI and the number of non-zero coefficients which are fed back to the gNB so that the UE also has the flexibility of determining the CSI feedback payload. The AI/ML-based solutions should also be ensured with the flexibility of configuring/determining the CSI payload size by both gNB and UE so that it is not inferior to the legacy CSI feedback mechanism. 
From the gNB perspective, there are two options for configuring various CSI payload sizes. One option is to activate a single AI/ML model with scalability over multiple maximum CSI payload sizes (in terms of multiple ranks and/or multiple compression levels for per layer), which feasibility is justified at our companion contribution [3]. The specific maximum CSI payload size for each layer can be additionally configured to the UE from the set of maximum CSI payload sizes supported by this scalable AI/ML model (and the UE can autonomously determine and report a specific CSI payload within the configured maximum CSI payload size). The other option is to incorporate multiple AI/ML models each of which is non-scalable over maximum CSI payload sizes, i.e., corresponds to a specific maximum CSI payload size. The gNB activates a single AI/ML model without additionally configuring a specific maximum CSI payload size; in this way, the configuration/reconfiguration of the maximum CSI payload size (corresponding to one of the configured AI/ML models) is regarded as a kind of model selection/switching. From our understanding, both options can be studied.
From the UE perspective, similarly, if the a single AI/ML model with scalability over multiple CSI payload sizes constrained by the configured maximum CSI payload size is used at the UE side, it can flexibly determine the specific CSI payload size (e.g., the rank value and/or the compression level for per layer), and report the selected CSI payload size (e.g., the selected rank value and/or the selected CSI payload number for per layer) to the gNB in UCI. On the other hand, if multiple AI/ML models are adopted each of which is non-scalable over CSI payload sizes, i.e., corresponds to a specific CSI payload size, the UE can also report the selected CSI payload size to achieve a unified solution; the model ID is implicitly indicated as the selected CSI payload size reported by UE. 
Proposal 10: In CSI compression using two-sided model use case, the gNB should be enabled to flexibly configure the maximum CSI payload size with the following two candidate options for study
· Option 1: gNB configures an AI/ML model with scalability over a set of maximum CSI payload sizes, and additionally configures the specific maximum CSI payload size.
· Option 2: gNB configures an AI/ML model non-scalable to maximum CSI payload size, i.e., corresponds to a specific maximum CSI payload size.
Proposal 11: In CSI compression using two-sided model use case, the UE should be enabled to flexibly select a specific CSI payload size constrained by the configured maximum CSI payload size.
· If multiple AI/ML models are adopted each of which is non-scalable over CSI payload sizes, i.e., corresponds to a specific CSI payload size constrained by the configured maximum CSI payload size, the selected CSI payload size is reported to implicitly represent the model ID.
Quantization
In the last RAN1 meeting, the following proposal about quantization had been discussed. 
	Proposal 3-3-6: 
In CSI compression using two-sided model use case, further study at least the following potential specification impact on quantization alignment including: 
· For vector quantization scheme, the length of codeword, the size of codebook, and the distance metric (or quantization rule) in use 
· For scaler quantization scheme including uniform and non-uniform quantization
· Whether the number of quantization levels per encoder output should be fixed or configurable.
· Derivable (approximated) quantization and gradient passing
· Learnable quantization offset


For scalar quantization, the dictionary can be understood as a mapping from floating values to certain quantization levels, where the quantization levels can be uniform or non-uniform. 
For vector quantization, on the other hand, it is usually trained together with the AI/ML models and it is hard to specify a fixed dictionary. A realistic way for vector quantization is to indicate its dictionary (including format and size) to the other side, e.g., for training Type 1, the training entity/side can send the dictionary to the other side in together with the model; for training Type 3, the entity/side performing the first step training can send the dictionary to the opposite side which performs the second step training, while the other side only trains the model but keeps the dictionary unchanged. In addition, considering the varying channel status, it is also possible that the AI/ML model is unchanged but the dictionary is updated and indicated to the other side to adapt to the varying channel.
In addition, whether/how to achieve derivable (approximated) quantization and gradient passing is implementation of model training as per our understanding, so the motivation to discuss its spec impact on model inference is unclear. The distance metric (quantization rule) of vector quantization is also related to the training of the AI/ML model and can also up to implementation.
As a summary, the potential spec impact of the dictionary alignment can be studied, e.g., the format of the scalar/vector quantization dictionary and the method to configure/report/update the dictionary.
Proposal 12: In CSI compression using two-sided model, further study potential specification impact on the vector quantization and scalar quantization.
· For vector quantization, the format/size of the vector quantization dictionary, and the configuration/reporting/updating of the quantization dictionary.
· For scalar quantization, the format of the scalar quantization dictionary, including uniform and non-uniform quantization, and the configuration of the quantization granularity.
Assistance information for inference
Base on the evaluation results in our companion contribution [3], AI/ML-based CSI feedback can already achieve considerable and generalized performance gains without assistance information, while the benefit of assistance information to the performance is not clear yet. Therefore, the necessity of introducing the assistance information needs to be justified with critical evaluation gains. Moreover, some assistance information, such as the TxRU mapping information, beam angle/width information, etc., include the implementation related information which are proprietary of vendors and should not be disclosed to others. Therefore, it should be carefully studied and justified which specific assistance information are of great importance for performance improvement and are immune from proprietary disclosure before the normative work.
Observation 7: The provision of some assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
Model monitoring
Monitoring metrics
In the RAN1#110bis meeting, the following agreement related with monitoring had been achieved on the monitoring metrics.
	Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection


For input or output data based monitoring, since they do not reflect the end-to-end KPIs of AI/ML model but only monitors the distribution of the input/output data, it could not be used to directly identify whether the AI/ML model works well or not. E.g., the AI/ML model may fail due to unmatched Network part model and UE part model even when the distribution of the input/output data is not changed. In addition, as per our knowledge, there is little evaluation on the effect of input/output data in 9.2.2.1. Having that in mind, how the AI/ML performance is reflected by the input/output data distribution, what metrics can be adopted for evaluating the feature of monitored data (e.g., how to quantize the bias between training set and monitor set), and how to generate the distribution of data (e.g., the distribution of SGCS/NMSE for monitored samples?) should be evaluated at 9.2.2.1 before further discussing their spec impacts at 9.2.2.2. 
In theory, the distribution of input data would impact the performance of AI/ML models, which can be used as an assistance information (but not standalone) for model switching. If distribution of monitored input data is very different from the distribution of training data, it means unseen data is taken for inference, which may result in degraded inference performance. If the distribution of input data is to be further studied, as a starting point, the probability distribution function (PDF) or centroids of input samples may be used to represent the distribution of monitored input data and training data. The difference of PDF or centroids between input data and training data could be used to represent the data drift or out-of-distribution. For example, for a single input sample, the distance (e.g., Euclidean distance, Cosine similarity) between this sample and the training data centroids could be used for out-of-distribution detection. As another example, for a group of input samples, the divergence between the input data PDF and the training data PDF could be used to calculate data drift.
For the distribution of output data, in contrast, it is rather a result of AI/ML models than the reason of what impacts the AI/ML model, e.g., for biased input data, the output may still have similar distribution as unbiased input data after the AI/ML inference (as the AI/ML has not learnt the feature of the biased/unseen input data), thus the failure of the AI/ML model may hardly be reflected by the output drift.
Proposal 13: The input or output data based monitoring should be evaluated at 9.2.2.1 before being further discussed at 9.2.2.2, including: what metrics can be adopted for evaluating the distribution, how to generate the distribution of data, how accurate the data drift reflects the AI/ML model performance.
Observation 8: If monitoring of input data drift is to be further studied, the data drift or out-of-distribution can be reflected by probability distribution function (PDF) or centroids between monitored input data and training data.
Observation 9: Motivation for output data drift is not clear, since the failure of AI/ML model may not be reflected by the output drift.
For the eventual KPI, in particular, a proposal has been discussed in the last meeting [2]. 
	Proposal 3-4-2:  
In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, further study methods to remove the impacts of other factors other than model performance.


For the Network side monitoring, how to remove the impacts of other factors other than the model performance is up to the Network implementation, e.g., gNB can schedule two PDSCHs under the same MU pairing/resource assignment/MCS mechanism but one applied with the precoder from AI/ML-based CSI compression while the other with the precoder from non-AI/ML-based CSI compression (e.g., Type II CB) for performance comparison. For the UE side monitoring, on the other hand, it may be needed to study some spec impact on whether/how to indicate UE with the two scheduled PDSCHs with different CSI compression schemes, by assuming that the UE side may also need to perform the performance monitoring in terms of eventual throughput. E.g., as the UE is not aware of the how the precoders are generated for the PDSCH transmission which is gNB implementation, it cannot distinguish the PDSCH corresponding to AI/ML-based CSI and the PDSCH corresponding to non-AI/ML-based CSI under the legacy framework. The details are elaborated in Section 2.4.3.
Observation 10: In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, the potential spec impact for methods of removing the impacts of other factors other than model performance can be studied for the UE side monitoring mode.
Monitoring modes
In the RAN1#110bis meeting, the following agreement related with monitoring had been achieved on the monitoring modes.
	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    


For intermediate KPIs based monitoring (e.g., SGCS), both of the following directions can be further studied in our view.
· Method 1: Network to calculate the intermediate KPI
As shown in Figure 4(a), this includes two steps after the UE performs the measurement on CSI-RS to derive the ground-truth CSI (input-CSI-NW) and the CSI feedback (output of the CSI generation part): in Step 1, UE feeds back the input-CSI-NW as well as the CSI feedback to the gNB; in Step 2, the gNB recovers the CSI using the CSI reconstruction part, and calculates the SGCS with the recovery CSI and the CSI feedback.
· Method 2: UE to calculate the intermediate KPI
As shown in Figure 4(b), this includes four steps: in Step 1, UE feeds back the CSI feedback to the gNB; in Step 2, the gNB recovers the CSI using the CSI reconstruction part, and indicates the recovery CSI (output-CSI-UE) to the UE afterwards; in Step 3, the UE calculates the SGCS with the measured ground-truth CSI and the received output-CSI-UE; in Step 4, the UE feeds back the SGCS to the gNB. It should be noted that Step 4 is necessary if the SGCS is used for Network side to monitor the performance, and optional if the SGCS is used only for UE side to monitor the performance.
Comparing Method 1 and Method 2, it is straightforward that if the Network side monitors the performance, Method 2 consumes 3 links for the information exchange, while Method 1 only requires 1 link, which benefits the latency and air-interface resources. On the other hand, if the UE side monitors the performance, it is more flexible for UE side for the calculation of the SGCS. Hence, both methods can be supported/studied in the SI.
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(a) Network side monitoring
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(b) UE side monitoring


Figure 4 Procedure of intermediate KPIs based monitoring
Proposal 14: For monitoring of CSI compression, the intermediate KPI calculation at both Network side and UE side can be studied.
· For Network side monitoring based on intermediate KPI, UE feeds back the AI/ML-based CSI feedback and the corresponding input-CSI-NW to Network to calculate the intermediate KPI.
· For UE side monitoring based on intermediate KPI, Network indicates output-CSI-UE to UE, and UE calculates the intermediate KPI using output-CSI-UE and the corresponding ground-truth CSI.
For the Network side monitoring, it collects the measurements or reports from UE, while how to judge the performance of the current AI/ML model to ensure robust network performance is up to Network implementation. For the UE side monitoring, however, it may have a different strategy of activating/deactivating/selecting/updating the model from the Network, e.g., UE side may have a different SGCS threshold of activating an AI/ML model than Network. To avoid misaligned metrics between Network and UE and the unneeded reporting, Network can configure the threshold criterion (e.g., throughput, or SGCS) to UE, so that UE can report the monitored information when conditions of both sides are satisfied, i.e., conditional report of the metrics is carried out.
Proposal 15: For UE side performance monitoring, Network may configure a threshold criterion to facilitate UE to perform model monitoring.
Co-existence
In the RAN1#110bis meeting, the following agreement related with monitoring had been achieved on the co-existence of AI/ML-based CSI feedback and non-AI/ML-based CSI feedback.
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.


For performance monitoring, the legacy CSI feedback mechanism can be used as a baseline to compare/judge whether the ongoing AI/ML model performs well, and if the AI/ML performance is inferior to the legacy, the model deactivation/switch would be triggered as the monitoring decision. Therefore, co-existence and dynamic switch between AI/ML-based CSI feedback and legacy CSI feedback should be considered. In order to mitigate the fluctuation of other impact factors (e.g., varying channel status, varying scheduling/pairing mechanism, etc.), Network can configure or indicate UE to switch the two modes for real time performance comparison in a monitoring time window. E.g., gNB can configure a time pattern where the AI/ML-based CSI measurement/report and legacy CSI measurement/report operate in different time durations of the pattern; alternatively, the gNB can indicate UE with differentiated measurement resources for the two CSI feedback modes. 
In addition, as mentioned in Section 2.4.1, for UE side monitoring based on co-existence between AI/ML-based CSI feedback and legacy CSI feedback, UE is not aware of the mechanism (AI/ML or non-AI/ML) for the scheduled PDSCH by nature. In light of this, Network can indicate which CSI feedback mechanism is applied to the PDSCH transmission in the monitoring time window, e.g., gNB can indicate UE with differentiated AI/ML-based PDSCH transmission and non-AI/ML-based PDSCH transmission.
Proposal 16: For the co-existence between AI/ML-based CSI feedback and legacy CSI feedback, further study 
· Cconfiguration/indication of AI/ML-based measurement/report and legacy CSI measurement/report, e.g., configuring separate time durations of different CSI feedback mechanisms, indicating differentiated measurement resources, etc.
· Configuration/indication of PDSCH transmission applied with AI/ML-based CSI feedback or non-AI/ML-based CSI feedback for UE side performance monitoring.
UE capability
AI/ML solution is a brand-new feature for NR system and not all the UE may support AI/ML-based CSI feedback. Therefore, UE capability for supporting AI/ML-based CSI feedback should be studied. AI/ML-based CSI feedback involves many sub-features, such as data collection, dataset delivery, training type, model switching, model updating, model monitoring and CSI report timeline. Each of the above procedure may require a new UE capability. For example, different UEs may have different capabilities to support data collection/dataset delivery due to different storages; different UEs may or may not support the capacity for model training/updating/monitoring. For the inference, different UEs may have different inference latency which may result in different the CSI report timelines for AI/ML-based CSI feedback.
Proposal 17: Study the potential specification impact for UE capability, including the following as a starting point: data collection, dataset delivery, training, model switching, model updating, monitoring, and CSI report timeline.
Conclusions
In this contribution, we discussed the potential specification impact and the considerations for CSI compression. Based on the discussions, we have the following observations and proposals.
Observation 1: The overhead of data collection and report for ground-truth CSI may not be a big issue considering that the average overhead of data collection is relatively small during the long period of model training/updating/monitoring as well as dataset compression.
Observation 2: For CSI compression with two-sided model, training Type 1 may suffer software/hardware compatibility issue, and the following restrictions/issues may need to be considered to relieve the compatibility issue:
· Network may have to interoperate with various UE vendors/UE versions to dedicatedly train the CSI generation part for UE, which harms the engineering isolation.
· Network, in particular gNB, may have to maintain/store multiple CSI generation parts trained for different UE vendors/UE versions.
· Network vendor may not freely develop the CSI generation part for UE, which may restrict the pairing with the CSI reconstruction part and thereby result in sub-optimal performance.
Observation 3: For training Type 1 of CSI compression, compared with joint training at Network side, performing joint training at UE side and delivering the model to the Network incurs extra challenges for Network due to the following reasons:
· Inconvenience of training cell/scenario specific models.
· Inflexible model update.
· Burden of inference/storing multiple Network part models at gNB delivered from different UE vendors/UE versions.
Observation 4: For training Type 2 of CSI compression and model updating, it relies on complex design to support real-time interaction of FP/BP iterations between Network side and UE side, which causes strong challenges to engineering isolation especially for the case of multi-Network vendors to multi-UE vendors.
Observation 5: For training Type 3 of CSI compression, 
· The shared dataset is constituted by the CSI-related data which may be irrelevant with the user privacy (e.g., user position, etc.).
· The dataset sharing/delivery can be performed under the contract agreement between the Network vendors/MNOs/UE vendors to mitigate the data ownership problem.
Observation 6: For training Type 3 of CSI compression, compared with NW first training, performing UE first training incurs extra challenges for Network due to the following reasons:
· Inconvenience of training cell/scenario specific models.
· Inflexible model update.
· Burden of maintaining/storing multiple Network part models at gNB to pair with multiple UE vendors/UE versions.
Observation 7: The provision of some assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
Observation 8: If monitoring of input data drift is to be further studied, the data drift or out-of-distribution can be reflected by probability distribution function (PDF) or centroids between monitored input data and training data.
Observation 9: Motivation for output data drift is not clear, since the failure of AI/ML model may not be reflected by the output drift.
Observation 10: In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, the potential spec impact for methods of removing the impacts of other factors other than model performance can be studied for the UE side monitoring mode.
Proposal 1: Potential specification impact of the Network side data collection of ground-truth CSI reported via air-interface should be studied for the model training/updating/monitoring purpose.
· Enhancement of SRS and/or CSI-RS measurement/reporting, e.g., enhancement to enable higher accuracy measurement 
· Data sample format: Scalar quantization and/or Codebook based quantization, e.g., Rel-16 TypeII-like with higher resolution.
· Data sample type(s), e.g. eigenvector, channel matrix, etc.
· Container, e.g., RRC signalling, PHY signalling (UCI).
· Signaling for triggering/configuring the data collection procedure.
Proposal 2: For the Network side data collection of ground-truth CSI, the number of ranks and the index(es) of layer(s) for the report of ground-truth CSI can be designated by the gNB rather than autonomously calculated and reported by UE.
Proposal 3: For the potential specification impact of data collection of the CSI compression sub use case, the potential assistance signaling for UE’s data collection includes at least:
· Enhanced CSI-RS for DL channel measurement, e.g., training dedicated CSI-RS
· Signaling for triggering/configuring the data collection procedure
· Signaling for requesting the data collection procedure, including the meta information for the required data samples/dataset, e.g., the type of needed data samples, the size of the requested dataset, etc.
Proposal 4: For the UE side data collection of the CSI compression sub use case, the necessity and content of assistance information in forms of an ID needs to be further clarified and justified.
Proposal 5: In CSI compression using two-sided model with training collaboration Type 3, further study potential specification impact on:
· Training dataset and/or other information delivery from UE side to Network side for UE first training.
· Training dataset and/or other information delivery from Network side to UE side for NW first training.
· The specification impact includes the size of the dataset, format of data sample, type(s) of the data sample, etc.
Proposal 6: In CSI compression using two-sided model use case, further discuss the pros/cons of different training collaboration types including at least the following aspects:
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Whether device specific optimization is allowed
· Overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to update models separately
· Model performance
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Scalability, i.e., whether the number of models one vendor should develop increases with the number of collaborating vendors
· Whether two-sided model training and deployment adhere to 3GPP’s open and fair framework
Proposal 7: In CSI compression using two-sided model use case, further study potential specification impact of the following input-CSI-NW and output-CSI-UE options:
· Option 1: Raw Channel matrix, e.g., raw channel is in frequency domain or in delay domain.
· Option 2: Precoding matrix, e.g., the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation).
Proposal 8: For the study of the potential specification impact of CQI determination for AI/ML-based CSI compression, CQI compensation based on some assistance of Network indication can be considered as a candidate solution.
Proposal 9: For the CSI report of AI/ML-based CSI compression, legacy RI report procedure can be reused as a starting point.
Proposal 10: In CSI compression using two-sided model use case, the gNB should be enabled to flexibly configure the maximum CSI payload size with the following two candidate options for study
· Option 1: gNB configures an AI/ML model with scalability over a set of maximum CSI payload sizes, and additionally configures the specific maximum CSI payload size.
· Option 2: gNB configures an AI/ML model non-scalable to maximum CSI payload size, i.e., corresponds to a specific maximum CSI payload size.
Proposal 11: In CSI compression using two-sided model use case, the UE should be enabled to flexibly select a specific CSI payload size constrained by the configured maximum CSI payload size.
· If multiple AI/ML models are adopted each of which is non-scalable over CSI payload sizes, i.e., corresponds to a specific CSI payload size constrained by the configured maximum CSI payload size, the selected CSI payload size is reported to implicitly represent the model ID.
Proposal 12: In CSI compression using two-sided model, further study potential specification impact on the vector quantization and scalar quantization.
· For vector quantization, the format/size of the vector quantization dictionary, and the configuration/reporting/updating of the quantization dictionary.
· For scalar quantization, the format of the scalar quantization dictionary, including uniform and non-uniform quantization, and the configuration of the quantization granularity.
Proposal 13: The input or output data based monitoring should be evaluated at 9.2.2.1 before being further discussed at 9.2.2.2, including: what metrics can be adopted for evaluating the distribution, how to generate the distribution of data, how accurate the data drift reflects the AI/ML model performance.
Proposal 14: For monitoring of CSI compression, the intermediate KPI calculation at both Network side and UE side can be studied.
· For Network side monitoring based on intermediate KPI, UE feeds back the AI/ML-based CSI feedback and the corresponding input-CSI-NW to Network to calculate the intermediate KPI.
· For UE side monitoring based on intermediate KPI, Network indicates output-CSI-UE to UE, and UE calculates the intermediate KPI using output-CSI-UE and the corresponding ground-truth CSI.
Proposal 15: For UE side performance monitoring, Network may configure a threshold criterion to facilitate UE to perform model monitoring.
Proposal 16: For the co-existence between AI/ML-based CSI feedback and legacy CSI feedback, further study 
· Cconfiguration/indication of AI/ML-based measurement/report and legacy CSI measurement/report, e.g., configuring separate time durations of different CSI feedback mechanisms, indicating differentiated measurement resources, etc.
· Configuration/indication of PDSCH transmission applied with AI/ML-based CSI feedback or non-AI/ML-based CSI feedback for UE side performance monitoring.
Proposal 17: Study the potential specification impact for UE capability, including the following as a starting point: data collection, dataset delivery, training, model switching, model updating, monitoring, and CSI report timeline.
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