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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]During RAN1#111, companies have reached some agreements on the evaluation methodology for AI/ML for CSI feedback enhancement use case as documented in [1] and FL’s summary [2] which includes working assumptions of template(s) for collection of CSI compression/prediction.
In this contribution, we further discuss some of the unresolved issues, and share/report the evaluation results using the agreed-upon template(s) focusing on CSI compression sub use case.

Discussions on open issues
During RAN1#111, there were some issues remained open after several runs of discussions. In this section, we further discussed them and share our views.
SGCS calculation for rank>1 – additional method
In RAN1#110bis-e meeting, companies agreed to adopt Method 3 to report intermediate KPI SGCS as part of the ‘Evaluation Metric’ for rank>1 cases and whether additionally adopt a down-selected metric between Method 1 and Method 2 is FFS.Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, at least Method 3 is adopted, FFS whether additionally adopt a down-selected metric between Method 1 and Method 2.
· Method 1: Average over all layers
· Method 2: Weighted average over all layers 

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Method 3: SGCS is separately calculated for each layer (e.g., for K layers, K SGCS values are derived respectively, and comparison is performed per layer)


In RAN1#111, some companies raised concern that it would be difficult to reach agreement when discussing results when there are multiple SGCS values for Rank > 1 case. Even though we believe reporting performance separately for each layer, i.e., Method 3 is clearer, we understand the concern. Between Method 1 and Method 2, we think Method 2 (weighted average over all layers) is preferred.  
Proposal 1: For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, besides the agreed-upon Method 3, SGCS results calculated using Method 2 (weighted average across all layers) may be optionally adopted by companies.

Provision of upper bound with ideal CSI (Issue#2-3)
The topic regarding whether to adopt another throughput upper-bound baseline assuming ideal CSI is applied was discussed during RAN1#111. Our view is that this baseline may help us understand the upper-bound throughput achievable if ideal CSI is obtainable, thus the throughput gap using AI/ML based approach can be calculated/evaluated. This additional information may be helpful during the study phase. However, such information, i.e., ideal CSI is not available in real deployment scenario. We already agreed using Rel-16/Rel-17 Type II codebook-based approach as baseline to understand the performance and/or overhead gain or balance when comparing AI/ML based approach vs. existing approach for CSI feedback enhancement use case. The gap between AI/ML based approach and the upper-bound throughput should not be used as the determining factor to decide whether AI/ML-based approach is beneficial or not.
We, thus, believe throughput upper-bound baseline information assuming ideal CSI may be optionally provided by companies, but this additional baseline should not be mandatory. 
Proposal 2: For the evaluation of CSI enhancements, companies may optionally provide the additional throughput upper-bound baseline assuming ideal CSI (e.g., ideal eigenvector) is available.

Model generalization result collection
In RAN1#110 and RAN1#110bis-e, companies have reached the following agreements related to model generalization.  Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B






Agreement
For CSI enhancement evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects as a starting point:
· Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)
· Various sizes of CSI feedback payloads, FFS candidate payload number
· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Other aspects of configurations are not precluded, e.g., various numerologies, various rank numbers/layers, etc.
· Companies to report the selected configurations for generalization verification
· Companies are encouraged to report the method to achieve generalization over various configurations to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.

Agreement
For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:
· Various deployment scenarios (e.g., UMa, UMi, InH)
· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
· Companies to report the selected scenarios for generalization verification

Agreement
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement which is optionally considered by companies, the following case is taken 
· The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance

As the evaluation of model generalization involves using various/different scenarios/configurations in the training and testing/inference phase, the following attributes in the result report table should have separate entries to cover training and inference/testing.
· Scenarios: e.g., UMa for training and UMi for testing, or 10:0 outdoor/indoor for training and 5:5 for testing
· Configurations: e.g., 16 antenna ports for training and 32 antenna ports for testing
· Dataset sizes: dataset size used for generalization purpose, e.g., for fine tuning or for learning the adaptation functions/layers should also be specified  
· CSI payload sizes: this may be specified using payload size in bits or AI/ML encoder output size
When reporting evaluation results, separate entries should be used to indicate the result for:
· Benchmark: the benchmark result is the performance achieved assuming the AI/ML model is trained using dataset from the target scenario/configuration
· Target scenario: this is the performance result achieved when the AI/ML model is trained using dataset from the source scenario/configuration then tested on the dataset from the target scenario after applying generalization techniques if applicable.
The evaluation results apply to both intermediate KPIs and eventual KPIs (i.e., mean UPT and 5% UPT).
In addition, the mechanism(s) applied for model generalization/scalability purpose needs to be reported, which may involve pre/post-processing, leveraging adaptation mechanism, etc. 
Table 2-1 lists the above discussed attributes.
Table 2-1: Model generalization evaluation report attributes
	
	
	Source 1
	Source 2

	Scenario
	Train
	
	

	
	Test
	
	

	Configuration
	Train
	
	

	
	Test
	
	

	Channel estimation
	Train
	
	

	
	Test
	
	

	Input/output type of AI/ML model
	Train
	
	

	
	Test
	
	

	Dataset size
	Train
	
	

	
	Test
	
	

	
	Used for generalization purpose
	
	

	CSI payload
	Train
	
	

	
	Test
	
	

	Intermediate KPI 1
	Benchmark
	
	

	
	On Test scenario/config.
	
	

	Intermediate KPI 2
	Benchmark
	
	

	
	On Test scenario/config.
	
	

	Eventual/final KPI: Mean UPT
	Benchmark
	
	

	
	On Test scenario/config.
	
	

	Eventual/final KPI: 5% UPT
	Benchmark
	
	

	
	On Test scenario/config.
	
	

	Mechanism applied
	Pre/post-processing applied in Training
	
	

	
	Pre/post-processing applied in Testing
	
	

	
	Others (e.g., naïve transfer, fine tuning, adaptation)
	
	



   
Proposal 3: When reporting AI/ML model generalization evaluation results for CSI feedback enhancements, companies to consider aligning the reporting attributes depicted in Table 2-1. 
Note: for reporting/sharing evaluation results, separate entries should be used to indicate the result for:
· Benchmark: the benchmark result is the performance achieved assuming the AI/ML model is trained using dataset from the target scenario/configuration (this may be considered as performance upper-bound)
· Target scenario: this is the performance result achieved when the AI/ML model is trained using dataset from the source scenario/configuration then tested on the dataset from the target scenario after applying generalization techniques if applicable.

Evaluation results for AI/ML based CSI feedback compression
The following working assumption was reached by companies during RAN1#111 related to sharing evaluation results for CSI compression without model generalization/scalability, [traffic type], [Max rank value], [RU] [training type/case].
Working Assumption
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS the value or range of payload size X/Y/Z
· FFS the description and results for different training types/cases may need a separate table
· FFS: training related overhead
Table X. Evaluation results for CSI compression without model generalization/scalability, [traffic type], [Max rank value], [RU] [training type/case]
	
	
	Source 1
	
	…

	CSI generation part
	AL/ML model backbone
	
	
	

	
	Pre-processing
	
	
	

	
	Post-processing
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	
	

	
	[Pre-processing]
	
	
	

	
	[Post-processing]
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	Common description
	Input type
	
	
	

	
	Output type
	
	
	

	
	Quantization /dequantization method
	
	
	

	Dataset description
	Train/k
	
	
	

	
	Test/k
	
	
	

	
	Ground-truth CSI quantization method
	
	
	

	[Other assumptions/settings agreed to be reported]
	
	
	

	Benchmark
	
	
	

	Intermediate KPI I#1 of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Intermediate KPI I#1 of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI I#1, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI#1, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI I#2, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI#2, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	Gain for Mean UPT
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for 5% UPT
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	FFS others
	
	
	
	



In this section, we use the above agreed-upon template to report our evaluation results for CSI compression sub use case without involving generalization/scalability.
The AI/ML results discussed in this entire section are from AI/ML model(s) and vector quantization codebook(s) trained using 70% of the UEs in the dataset which was generated from UMa scenario as described above. The testing is performed for outdoor 3kmph UEs based on FTP traffic model with packet arrival rate (PAR) 1.2.
Dataset construction
For dataset construction, we use the agreed-upon assumptions and simulation parameters from RAN1#109-e, RAN1#110 and RAN1#110bis-e. Table 4.1-1 depicts some major parameters used UMa dataset generation for 4GHz.
Table 3.1-1: parameters for UMa dataset generation
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	FR1 only, 4GHz.

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-2)

	BS Tx power 
	44dBm for 20MHz

	Numerology: SCS
	30kHz for 4GHz

	UE distribution
	100% outdoor (3km/h) 


CSI compression using eigenvectors as input/output of AI/ML model(s)
In this section, we discuss our evaluation results of AI/ML based CSI compression sub use case using eigenvectors as input/output when either no quantization is applied or when vector quantization is applied to the encoded output and compare with the baseline Rel-16 Type II codebook-based approach. 
Note that additional performance evaluation results across different quantization codebook sizes using intermediate GCS/SGCS KPI together with the associated observation/proposal are discussed in the Appendix section. 
Table 3.2-1 shows evaluation result for CSI compression when using eigenvectors as input and output without model generalization and no quantization is applied to the encoder output.

Table 3.2-1: Evaluation results for CSI compression without model generalization/scalability, [Outdoor 3kmph, FTP PAR1.2], [Max rank value=1], [training type 1] using eigenvectors as input and output without quantization
	
	
	FUTUREWEI

	CSI generation part
	AL/ML model backbone
	CNN-based

	
	Pre-processing
	None

	
	Post-processing
	None

	
	FLOPs/M
	55M

	
	Number of parameters/M
	780K

	
	[Storage /Mbytes]
	21 Mbytes

	CSI reconstruction part
	AL/ML model backbone
	CNN-based

	
	[Pre-processing]
	None

	
	[Post-processing]
	None (directly output predicted eigenvectors)

	
	FLOPs/M
	105M

	
	Number of parameters/M
	1.13M

	
	[Storage /Mbytes]
	26 Mbytes

	Common description
	Input type
	Eigenvectors

	
	Output type
	Eigenvectors

	
	Quantization /dequantization method
	Vector quantization

	Dataset description
	Train/k
	95140

	
	Test/k
	17420

	
	Ground-truth CSI quantization method
	No quantization (32 bits)

	[Other assumptions/settings agreed to be reported]
	

	Benchmark
	

	SGCS of benchmark from AI/ML (no quantization), [layer 1]
	CSI feedback payload 4096 bits (128 * 32)
	0.9880

	SGCS of benchmark from Type II codebook [layer 1]
	CSI feedback payload 242 bits
	0.9155

	Gain for SGCS, [layer 1] (vs. Type II codebook)
	CSI feedback payload 4096 bits
	8.0% [(0.9880 – 0.9155)/0.9155]

	Gain for Mean UPT
	CSI feedback payload 4096 bits 
	0.3% 
[(89.32 – 89.05)/89.05 (Mbps)]

	Gain for 5% UPT
	CSI feedback payload 4096 bits
	0.8% 
[(66.67 – 66.12)/66.12 (Mbps)]



Observation 1: For CSI feedback compression sub use case, AI/ML based approach using eigenvectors as input/output without applying quantization on encoded output achieved slightly better performance compared with the baseline approach, i.e., Rel.16 Type II codebook.
Table 3.2-2 shows evaluation result for CSI compression when using eigenvectors as input and output without model generalization. Vector quantization using codebook size 8192 is applied to the encoder output first to generate quantized output with 13 overhead bits then the quantized result is used as input to the decoder. The results for AI/ML-based approach shown in Table 3.2-2 are calculated based on the CSI reconstruction part output using the quantized encoder output as input.

Table 3.2-2: Evaluation results for CSI compression without model generalization/scalability, [Outdoor 3kmph, FTP PAR1.2], [Max rank value=1], [training type 1] using eigenvectors as input and output with quantization
	
	
	FUTUREWEI

	CSI generation part
	AL/ML model backbone
	CNN-based

	
	Pre-processing
	None

	
	Post-processing
	None

	
	FLOPs/M
	55M

	
	Number of parameters/M
	780K

	
	[Storage /Mbytes]
	21 Mbytes

	CSI reconstruction part
	AL/ML model backbone
	CNN-based

	
	[Pre-processing]
	None

	
	[Post-processing]
	None (directly output predicted eigenvectors)

	
	FLOPs/M
	105M

	
	Number of parameters/M
	1.13M

	
	[Storage /Mbytes]
	26 Mbytes

	Common description
	Input type
	Eigenvectors

	
	Output type
	Eigenvectors

	
	Quantization /dequantization method
	Vector quantization

	Dataset description
	Train/k
	95140

	
	Test/k
	17420

	
	Ground-truth CSI quantization method
	No quantization (32 bits)

	[Other assumptions/settings agreed to be reported]
	

	Benchmark
	

	SGCS from AI/ML (with quantization), [layer 1]
	CSI feedback payload 13 bits 
	0.8699

	SGCS of benchmark from Type II codebook [layer 1]
	CSI feedback payload 242 bits 
	0.9155

	Gain for SGCS, [layer 1] (vs. Type II codebook)
	CSI feedback payload 13 bits vs. 242 bits
	-5.0% 
[(0.8699 – 0.9155)/0.9155]

	Gain for Mean UPT
	CSI feedback payload 13 bits vs. 242 bits
	-1.9% 
[(87.35 – 89.05)/89.05 (Mbps)] 

	Gain for 5% UPT
	CSI feedback payload 13 bits vs. 242 bits
	-5.5% 
[(62.5 – 66.12)/66.12 (Mbps)] 


Observation 2: For CSI feedback compression sub use case, AI/ML based approach using eigenvectors as input/output with 13 overhead bits after applying quantization on encoded output achieved comparable Mean UPT, however, the 5% UPT is slightly degraded (5.5% degradation) compared with the baseline approach, i.e., Rel.16 Type II codebook-based approach with 242 overhead bits.

CSI compression using channel matrix as input/output of AI/ML model(s)
In this section, we discuss our evaluation results of AI/ML based CSI compression sub use case using channel matrix as input/output when either no quantization is applied or when vector quantization is applied to the encoded output and compare with the baseline Rel-16 Type II codebook-based approach.
Table 3.3-1 shows evaluation result for CSI compression when using channel matrix as input and output without model generalization and no quantization is applied to the encoder output.

Table 3.3-1: Evaluation results for CSI compression without model generalization/scalability, [Outdoor 3kmph, FTP PAR1.2], [training type 1] using channel matrix as input and output without quantization
	
	
	FUTUREWEI

	CSI generation part
	AL/ML model backbone
	CNN-based

	
	Pre-processing
	None

	
	Post-processing
	Reshape

	
	FLOPs/M
	14M

	
	Number of parameters/M
	518K

	
	[Storage /Mbytes]
	10.4 Mbytes

	CSI reconstruction part
	AL/ML model backbone
	CNN-based

	
	[Pre-processing]
	None

	
	[Post-processing]
	None

	
	FLOPs/M
	27M

	
	Number of parameters/M
	668K

	
	[Storage /Mbytes]
	12.8 Mbytes

	Common description
	Input type
	Channel matrix

	
	Output type
	Channel matrix

	
	Quantization /dequantization method
	Vector quantization

	Dataset description
	Train/k
	95140

	
	Test/k
	17420

	
	Ground-truth CSI quantization method
	No quantization (32 bits)

	[Other assumptions/settings agreed to be reported]
	

	Benchmark
	

	SGCS of benchmark from AI/ML (no quantization)
	CSI feedback payload 4096 bits (128 * 32)
	0.9529

	SGCS of benchmark from Type II codebook (SLS)
	CSI feedback payload 242 bits
	0.9155

	Gain for SGCS (vs. Type II codebook)
	CSI feedback payload 4096 bits
	4.1% 
[(0.9529 – 0.9155)/0.9155]

	NMSE of benchmark from AI/ML (no quantization)
	CSI feedback payload 4096 bits
	1.787 dB

	NMSE of benchmark from Type II codebook 
	CSI feedback payload 242 bits
	5.166 dB (see note below)

	Gain for NMSE (vs. Type II codebook)
	CSI feedback payload 4096 bits
	3.379 dB

	
	
	

	Gain for Mean UPT
	CSI feedback payload 4096 bits 
	-1.2% 
[(87.98 – 89.05)/89.05 (Mbps)]

	Gain for 5% UPT
	CSI feedback payload 4096 bits
	-0.8% 
[(65.57 – 66.12)/66.12 (Mbps)]



Note: NMSE for Type II codebook-based approach is calculated using eigenvectors (only the most important eigenvector in each sample is used).
Observation 3: For CSI feedback compression sub use case, AI/ML based approach using channel matrix as input/output without applying quantization on encoded output achieved comparable Mean UPT and 5% UPT performance compared with the baseline approach, i.e., Rel.16 Type II codebook.
Table 3.3-2 shows evaluation result for CSI compression when using channel matrix as input and output without model generalization. Vector quantization using codebook size 8192 is applied to the encoder output first to generate quantized output with 13 overhead bits then the quantized result is used as input to the decoder. The results for AI/ML-based approach shown in Table 3.3-2 are calculated based on the CSI reconstruction part output using the quantized encoder output as input.

Table 3.3-2: Evaluation results for CSI compression without model generalization/scalability, [Outdoor 3kmph, FTP PAR1.2], [training type 1] using channel matrix as input and output with quantization
	
	
	FUTUREWEI

	CSI generation part
	AL/ML model backbone
	CNN-based

	
	Pre-processing
	None

	
	Post-processing
	Reshape

	
	FLOPs/M
	14M

	
	Number of parameters/M
	518K

	
	[Storage /Mbytes]
	10.4 Mbytes

	CSI reconstruction part
	AL/ML model backbone
	CNN-based

	
	[Pre-processing]
	None

	
	[Post-processing]
	None

	
	FLOPs/M
	27M

	
	Number of parameters/M
	668K

	
	[Storage /Mbytes]
	12.8 Mbytes

	Common description
	Input type
	Channel matrix

	
	Output type
	Channel matrix

	
	Quantization /dequantization method
	Vector quantization

	Dataset description
	Train/k
	95140

	
	Test/k
	17420

	
	Ground-truth CSI quantization method
	No quantization (32 bits)

	[Other assumptions/settings agreed to be reported]
	

	Benchmark
	

	SGCS from AI/ML (with quantization)
	CSI feedback payload 13 bits 
	0.8657

	SGCS of benchmark from Type II codebook
	CSI feedback payload 242 bits 
	0.9155

	Gain for SGCS (vs. Type II codebook)
	CSI feedback payload 13 bits vs. 242 bits
	-5.4% 
[(0.8657 – 0.9155)/0.9155]

	NMSE from AI/ML (with quantization)
	CSI feedback payload 13 bits
	3.638 dB

	NMSE of benchmark from Type II codebook
	CSI feedback payload 242 bits
	5.166 dB (see note below)

	Gain for NMSE (vs. Type II codebook)
	CSI feedback payload 13 bits
	1.528 dB

	
	
	

	Gain for Mean UPT
	CSI feedback payload 13 bits 
	-1.0% 
[(88.14 – 89.05)/89.05 (Mbps)]

	Gain for 5% UPT
	CSI feedback payload 13 bits
	1.7% 
[(67.23 – 66.12)/66.12 (Mbps)]



Note: NMSE for Type II codebook-based approach is calculated using eigenvectors (only the most important eigenvector in each sample is used).
Observation 4: For CSI feedback compression sub use case, AI/ML based approach using channel matrix as input/output with 13 overhead bits after applying quantization on encoded output achieved comparable Mean UPT and 5% UPT performance compared to the baseline approach, i.e., Rel.16 Type II codebook-based approach with 242 overhead bits.
Observation 5: For CSI feedback compression sub use case, AI/ML based approach using either eigenvectors or channel matrix as input/output with vector quantization can significantly reduce air-interface overhead compared with Rel.16 Type II codebook-based approach, i.e., 13 bits vs. 242 bits (94.6% overhead reduction) while achieving decent performance.

Conclusions
In this contribution, we discussed our views on some of the issues that didn’t reach consensus among companies during RAN1#111. We also summarized the evaluation results of CSI feedback compression sub use case when using channel matrix as input/output of AI/ML model(s) and when using eigenvectors as input/output of AI/ML model(s). Our observations and proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal 1: For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, besides the agreed-upon Method 3, SGCS results calculated using Method 2 (weighted average across all layers) may be optionally adopted by companies.
Proposal 2: For the evaluation of CSI enhancements, companies may optionally provide the additional throughput upper-bound baseline assuming ideal CSI (e.g., ideal eigenvector) is available.
Proposal 3: When reporting AI/ML model generalization evaluation results for CSI feedback enhancements, companies to consider aligning the reporting attributes depicted in Table 2-1. 
Note: for reporting/sharing evaluation results, separate entries should be used to indicate the result for:
· Benchmark: the benchmark result is the performance achieved assuming the AI/ML model is trained using dataset from the target scenario/configuration (this may be considered as performance upper-bound)
· Target scenario: this is the performance result achieved when the AI/ML model is trained using dataset from the source scenario/configuration then tested on the dataset from the target scenario after applying generalization techniques if applicable.
 
Table 2-1: Model generalization evaluation report attributes
	
	
	Source 1
	Source 2

	Scenario
	Train
	
	

	
	Test
	
	

	Configuration
	Train
	
	

	
	Test
	
	

	Channel estimation
	Train
	
	

	
	Test
	
	

	Input/output type of AI/ML model
	Train
	
	

	
	Test
	
	

	Dataset size
	Train
	
	

	
	Test
	
	

	
	Used for generalization purpose
	
	

	CSI payload
	Train
	
	

	
	Test
	
	

	Intermediate KPI 1
	Benchmark
	
	

	
	On Test scenario/config.
	
	

	Intermediate KPI 2
	Benchmark
	
	

	
	On Test scenario/config.
	
	

	Eventual/final KPI: Mean UPT
	Benchmark
	
	

	
	On Test scenario/config.
	
	

	Eventual/final KPI: 5% UPT
	Benchmark
	
	

	
	On Test scenario/config.
	
	

	Mechanism applied
	Pre/post-processing applied in Training
	
	

	
	Pre/post-processing applied in Testing
	
	

	
	Others (e.g., naïve transfer, fine tuning, adaptation)
	
	



Proposal 4: As potential air-interface overhead and storage needs at UE/NW side increase together with quantization codebook size increases, performance and air-interface overhead should be jointly considered when determining quantization codebook size.
Observation 1: For CSI feedback compression sub use case, AI/ML based approach using eigenvectors as input/output without applying quantization on encoded output achieved slightly better performance compared with the baseline approach, i.e., Rel.16 Type II codebook.
Observation 2: For CSI feedback compression sub use case, AI/ML based approach using eigenvectors as input/output with 13 overhead bits after applying quantization on encoded output achieved comparable Mean UPT, however, the 5% UPT is slightly degraded (5.5% degradation) compared with the baseline approach, i.e., Rel.16 Type II codebook-based approach with 242 overhead bits.
Observation 3: For CSI feedback compression sub use case, AI/ML based approach using channel matrix as input/output without applying quantization on encoded output achieved comparable Mean UPT and 5% UPT performance compared with the baseline approach, i.e., Rel.16 Type II codebook.
Observation 4: For CSI feedback compression sub use case, AI/ML based approach using channel matrix as input/output with 13 overhead bits after applying quantization on encoded output achieved comparable Mean UPT and 5% UPT performance compared to the baseline approach, i.e., Rel.16 Type II codebook-based approach with 242 overhead bits.
Observation 5: For CSI feedback compression sub use case, AI/ML based approach using either eigenvectors or channel matrix as input/output with vector quantization can significantly reduce air-interface overhead compared with Rel.16 Type II codebook-based approach, i.e., 13 bits vs. 242 bits (94.6% overhead reduction) while achieving decent performance.
Observation 6: When applying vector quantization method in quantization-aware AI/ML model training with fixed encoder output size, GCS/SGCS performance improves when quantization codebook size increases.
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Appendix A: Evaluation of AI/ML-based CSI feedback compression and reconstruction
Quantization methods and their corresponding impact to performance and associated overhead have been brought up by companies in the past meetings. We employed quantization-aware training procedure, during which the quantization codebook is also learned based on the output of the encoder part of the autoencoder model. As the quantization codebook size controls the resolution of the quantized output, its impact to the reconstructed CSI accuracy can be studied/investigated. At the same time, to share same understanding between the CSI generation part and the CSI reconstruction part, utilizing the same codebook to quantize and dequantize at the UE side and the NW side may be desirable, thus, the size of the codebook matters as it introduces additional overhead when the codebook is exchanged over the air-interface.
In this section, we discuss the impact of codebook size on performance when applying vector quantization on the AI/ML-based encoder (CSI generation part) to generate the actual bits to be sent over the air-interface. After receiving the corresponding CSI feedback bits, NW/gNB first recovers the un-quantized content using the common codebook (learned and generated during the training phase), then uses the recovered/un-quantized CSI feedback as the input to the CSI reconstruction part. The performance is calculated based on the quantized CSI feedbacks. For comparison purpose, intermediate SGCS is also calculated when directly using the non-quantized (i.e., 32 bits) CSI feedbacks as input to the CSI reconstruction part. 

Simulation parameters
Table 5.1-1: parameters for UMa dataset generation used for the performance evaluation
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	FR1 only, 4GHz.

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-2)

	BS Tx power 
	44dBm for 20MHz

	Numerology: SCS
	30kHz for 4GHz

	UE distribution
	100% outdoor (3km/h) 




AI/ML model parameters

Table 5.2-1: AI/ML model related configurations 
	[bookmark: _Hlk110499082]AI/ML model details
	Value

	AI/ML model type
	CNN-based

	Training dataset size
	45,024

	Testing dataset size
	11,256

	Training/testing input type
	Eigenvectors of channels

	Training/testing output type
	Eigenvectors of channels

	Batch size
	32

	Epoch
	400

	Encoder output size
	128

	Quantization method
	Vector quantization

	Quantization codebook size
	[256, 512, 1024, 2048, 4096]

	Number of Model parameters
	Total = 1.91M (encoder = 780K, decoder = 1.13M)

	FLOPs
	Total = 160M (encoder = 55M, decoder = 105M



Results for evaluating performance impact on quantization codebook size for AI/ML-based CSI compression and reconstruction
In the dataset generation using SLS, we generated data samples from 21 sectors and average number of UEs in each section is 10. To understand AI/ML-based CSI compression performance across different sectors, both the average SGCS and the per-sector SGCS are calculated.
Table 5.3-1 depicts the average GCS and SGCS when using different quantization codebook sizes. Figure 5.3-1 and Figure 5.3-2 show the details of GCS and SGCS across all 21 sectors, respectively.
As the comparison focuses on the performance impact across quantization codebook sizes, we only use Rank 1 prediction result in our comparison for this subsection.

Table 5.3-2: GCS and SGCS comparison across quantization codebook sizes
	Codebook size
	256 (8 bits)
	512 (9 bits)
	1024 
(10 bits)
	2048 
(11 bits)
	4096 
(12 bits)
	Baseline (no quantization)

	Average GCS
	0.766777816
	0.815031463
	0.852477736
	0.891827013
	0.927283494
	0.993490467

	Average SGCS
	0.652692131
	0.717219297
	0.770417606
	0.826382099
	0.879739966
	0.987843675



Table 5.3-3: Overhead and storage space across various codebook sizes
	Codebook size
	256 (8 bits)
	512 (9 bits)
	1024 (10 bits)
	2048 (11 bits)
	4096 (12 bits)

	Storage overhead
	129K
	256K
	513K
	1025K
	2044K



Figure 5.3-1: Per-sector GCS across various quantization codebook sizes


Figure 5.3-2: Per-sector SGCS across various quantization codebook sizes


Table 5.3-1 indicates that GCS/SGCS performance improves when codebook size increases while Table 5.3-2 shows that the potential air-interface overhead and the storage space needed at UE/NW side also increase together with codebook size. To understand GCS/SGCS performance at the sector level, Figure 5.3-1 and Figure 5.3-2 indicate that performance may vary among sectors in the network. For example, most sectors (12 out of 21) achieved decent GCS (i.e., >= 0.9) with codebook size 2048 (which means each CSI feedback with size of 128 after encoding will introduce 11 bits air-interface overhead) vs. sectors 3, 11 and 15 didn’t achieve GCS value of 0.9 even with larger codebook size of 4096 while 6 sectors (2, 4, 13, 14, 18 and 19) can achieve GCS >= 0.9 with a smaller codebook size of 1024 (each CSI feedback with size of 128 after encoding will introduce only 10 bits air-interface overhead). Thus, we believe the tradeoff between accuracy (performance across network cells/sectors) and overhead should be jointly considered.
Observation 6: When applying vector quantization method in quantization-aware AI/ML model training with fixed encoder output size, GCS/SGCS performance improves when quantization codebook size increases.
Proposal 4: As potential air-interface overhead and storage needs at UE/NW side increase together with quantization codebook size increases, performance and air-interface overhead should be jointly considered when determining quantization codebook size. 


Table 5.3-3 reports details in the agreed-upon template. 

Table 5.3-4: Evaluation results across various quantization codebook sizes for CSI compression 
	
	
	FUTUREWEI

	CSI generation part
	AL/ML model backbone
	CNN-based

	
	Pre-processing
	None

	
	Post-processing
	None

	
	FLOPs/M
	55M

	
	Number of parameters/M
	780K

	
	[Storage /Mbytes]
	21 Mbytes

	CSI reconstruction part
	AL/ML model backbone
	CNN-based

	
	[Pre-processing]
	None

	
	[Post-processing]
	None (directly output predicted eigenvectors)

	
	FLOPs/M
	105M

	
	Number of parameters/M
	1.13M

	
	[Storage /Mbytes]
	26 Mbytes

	Common description
	Input type
	Eigenvectors

	
	Output type
	Eigenvectors

	
	Quantization /dequantization method
	Vector quantization

	Dataset description
	Train/k
	45,024

	
	Test/k
	11,256

	
	Ground-truth CSI quantization method
	No quantization (32 bits)

	[Other assumptions/settings agreed to be reported]
	

	Benchmark
	

	SGCS of benchmark (no quantization), [layer 1]
	CSI feedback payload = 4096 bits (128 * 32)
	0.987843675

	SGCS with quantization
	CSI feedback payload (for codebook size 256) = 8 bits
	0.652692131

	
	CSI feedback payload (for codebook size 512) = 9 bits
	0.717219297

	
	CSI feedback payload (for codebook size 1024) = 10 bits
	0.770417606

	
	CSI feedback payload (for codebook size 2048) = 11 bits
	0.826382099

	
	CSI feedback payload (for codebook size 4096) = 12 bits
	0.879739966

	Gain for SGCS, [layer 1] (vs. no quantization)
	CSI feedback payload (for codebook size 256) = 8 bits
	-0.335151544 (-33.9%)

	
	CSI feedback payload (for codebook size 512) = 9 bits
	-0.270624378 (-27.4%)

	
	CSI feedback payload (for codebook size 1024) = 10 bits
	-0.217426069 (-22.0%)

	
	CSI feedback payload (for codebook size 2048) = 11 bits
	-0.161461576 (-16.3%)

	
	CSI feedback payload (for codebook size 4096) = 12 bits
	-0.108103709 (-10.9%)
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