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Introduction
In first meeting of IoT NTN WI, RAN1 #106 meeting, there has been lots of discussion and progress on several points as starting points on T/F synchronization enhancement,  This paper we will continue to discuss the enhancements needed for validity of GNSS/ehpemeris, GNSS measurement window in IDLE mode and CONNECTED mode, long UL transmission and how to solve the issue when time drifting in LEO scenario.
This paper will discuss requirement and solutions on these points.
Discussion
Validity of GNSS and ephemeris 
GNSS and ephemeris information are two important information for UE automatic T/F synchronization. The accuracy of them will directly impact on the accuracy of the synchronization. However, from power saving point of view, NB-IoT/eMTC UE does not need to acquire GNSS or read SIB for satellite ephemeris frequently. As in TR, it could be assumed that validity of GNSS and ephemeris could last for a validity time after UE gets GNSS fix or read ephemeris information, where UE can assume the GNSS and ephemeris is valid and utilized for synchronization. 
After the validity time expires, the previously acquired GNSS and/or ephemeris may be already inaccurate because of UE movement or satellite perturbation. If UE still want to do UL transmission, new acquisition for GNSS and/or ephemeris should be done to guarantee UL synchronization before any UL transmission.
Observation 1: The acquired GNSS/ephemeris will be out-of-date after some time because of e.g. UE movement or satellite perturbation. UE need to keep valid GNSS/ephemeris before any UL transmission.
In RAN1 106-e meeting, there were agreement for IoT NTN as
Agreement:
The validity timer of UL synchronization is configured by the network
· FFS: Whether a single validity timer or separate validity timers are used for satellite ephemeris and common TA parameters
 
Agreement:
UE in RRC_IDLE reads the satellite ephemeris on SIB and the common TA parameters if indicated on SIB and (re-)start the validity timer(s) for UL synchronization before moving to RRC_CONNECTED.
· FFS: Details of the precise (re-)start time for the validity timer for UL synchronization to ensure a common understanding between gNB and UE.
· Other signaling details for validity timer are up to RAN2


According to the WID (RP-211601) simultaneous GNSS and IoT NTN operation is not assumed. Furthermore, the IoT devices are half-duplex. Therefore, there are limitations on when the UE can acquire GNSS and read SIB. Such limitations need also be known by the eNB such that it can perform scheduling decisions, which do not make UL/DL colliding with GNSS acquisition or UL transmission colliding with SIB reading for satellite ephemeris data. From this PoV, eNB and UE must have a common understanding of the validity timer for GNSS and validity timer for satellite ephemeris data. Without common understanding, there will be unexpected/uncontrolled behavior from UE, causing that network can not schedule as no information onwhen UE can/will transmit or receive..
Observation 2: there would be unexpected/uncontrolled operation of UE for eNB scheduling if there is no common understanding on validity timer of GNSS and ephemeris, causing that network can not schedule as no information on when UE can/will transmit or receive.
Proposal 1: there should be common understanding on validity timer for GNSS and validity timer for ephemeris between UE and network, which should be specified in IoT NTN.
When UE requires a new GNSS or reads a new satellite ephemeris data, UE should report to network so that both UE and network reset the validity timer and keep common understanding. Like TAT timer in RAN2, a similar design can also be used for validity timer for GNSS measurement and satellite ephemeris reading.
However, signalling overhead for UE reporting should be considered. One possible way to reduce the overhead for reporting can be UE only report the validity information to network when UE requires a new GNSS or reads a new satellite ephemeris data. Then both UE and network reset the validity timer automatically when it expire unless UE report a failure for requiring a new GNSS or new satellite ephemeris data.
Proposal 2: TAT like validity timer could be used as a baseline, where UE should report to network so that both UE and network reset the validity timer and keep common understanding.
Proposal 3: to reduce overhead, UE reporting should be reduced, where e.g. only first report valid information and failure report.
While, when either GNSS or ephemeris data are not valid, it means UL sync for UE is missed and UE should stop UL transmission before achieve new one. One possible way that has been discussed is UE go back to IDLE mode and initiate a new random access. However, the resulting long latency and power consumption could be an issue for IoT UE. Actually, if only UL synchronization is not available, it is still possible for UE to do a contention free random access based on network configuration, as proposed by ZTE in [12]. Additionally, it will reduce the latency and power consumption if RRC CONNECTED mode can also be kept considering it is not a wireless failure but just assistance information update.
Proposal 4: to save power consumption and latency, one possible way is only to perform a new UL synchronization by CFRA instead of CBRA or going back to IDLE mode.
GNSS measurement window 
GNSS measurement window in IDLE mode
In RAN1 #104-e meeting in SI phase, there has been discussed whether GNSS measurement window should be considered as UE need to do T/F pre-compensation before random access procedure. In order to perform the T/F synchronization before PRACH transmission, the UE needs to obtain valid GNSS information. According to the discussions, a hot start may require a few seconds while a warm start takes considerably longer. 
For mobile terminated traffic, the network will first page the UE. If the network is not aware that the UE has to obtain the valid GNSS information, i.e. delaying the start of the random access procedure, the network may interpret the lack of UE response as a sign that the UE did not receive the paging. Therefore, the network may repeat the paging, potentially escalating it to a larger area and thus affecting more UEs. Figure 1 illustrates the paging scenario where the UE applies either hot or warm start GNSS before being able to respond with start of random access procedure. Similarly, if (G)WUS is utilized, the network may need to accommodate the time to obtain valid GNSS information either between sending the WUS and the paging message, or after the paging message.
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Figure 1 Illustration of GNSS start delay in a paging scenario.
Observation 3: If the network is not aware that a UE requires time to obtain valid GNSS information the network may trigger additional paging before the UE has a chance to initiate the pre-compensated random access procedure.
A simple solution to the issue is to require that the UE always obtains valid GNSS information prior to monitor for paging. However, such an approach is rather energy consuming since the UE is not likely to be paged in every paging occasion. For example, the paging probability may be in the order of 0.1-1 % for IoT devices and thus it is a waste of energy to validate GNSS in 99 % or more of the paging occasions.
Observation 4: If UE validates GNSS before every paging occasion it will waste energy due to low paging probability.
An alternative solution is that the UE, at a prior occasion, provides its GNSS capability including an estimate of how long time is needed to obtain valid GNSS information (i.e.. GNSS measurement gap). Having such knowledge on network side enables the network to postpone further paging after sending the initial paging until after the GNSS measurement gap reported by UE has expired. The network may also consider the last time the UE was active to distinguish between whether the UE is expected to perform a warm or hot start. Alternatively, it can be specified that the UE shall always have either up-to-date GNSS information or be ready to perform hot start after being paged, i.e. excluding the longer cold and warm start options.
Proposal 5: UE shall report GNSS measurement gap such that network can allocate sufficient time between sending a paging message and when to expect random access procedure initialization from UE. 
Proposal 6: Network shall not repeat the paging message for a UE during the UE’s GNSS measurement gap.
The position and duration of the GNSS measurement gap within the paging procedure can be further discussed and should be supported in Rel 17.
Proposal 7: A GNSS measurement gap, corresponding to the time the UE requires to validate GNSS, shall be configured in the paging procedure. The position and duration of the gap can be decided and supported in Rel 17.
GNSS measurement window in CONNECTED mode
In RRC CONNECTED mode, as there is validity of GNSS measurement, before UE’s GNSS measurement gets out of date, UE needs to measure GNSS again to keep GNSS accurate when needed. Even for short sporadic traffic, if GNSS is out of date, there will be issue and the issue may be larger than for the longer traffic scenario as the ratio of power and resource for data transmission in the whole consumption will be even smaller.
Observation 5: GNSS measurement may be needed in CONNECTED mode, when GNSS information may get out of date.
Proposal 8: GNSS measurement window for both initial access phase and in CONNECTED mode should be specified.
However, considering “Simultaneous GNSS and NTN NB-IoT/eMTC operation is not assumed”, the GNSS measuerement will impact on IoT data performance, as the GNSS measurement window will impact the available time for IoT UE for UL/DL data transmission. A larger GNSS measurement window will impact more on IoT data performance.
Like all other measurements, the time requested for UE's GNSS measurement will depend on UE capability and GNSS channel status. Obviously a better GNSS channel status will provide a better GNSS receiving quality, which will request less time to receive the GNSS signal from multiple GNSS satellite and less time to achieve a accurate GNSS information for UE.
While for UE capability, two aspects should be considered for GNSS measurement:
· A UE with more receiving antenna will have more receiving gain, which will provide a higher GNSS receiving quality.
· A UE with more processing capatility can provide a faster processing on same size of packets with same receiving signal qualtiy.
Obviously, NB-IoT UE may have less number or receiving antenna and less processing capability than eMTC UE, while both of them will have less capability than normal UE. A UE with higher UE capability on GNSS processing will request less time for GNSS measurement.
Observation 6: Multiple IoT UE with different capability and channel status may request different GNSS measurement window.
Although UE capability for GNSS measurement is fixed, the GNSS channel status may change especially for moving UE, resulting the requested GNSS measurement window size and periodicity to be changed accordingly.
As IoT UL transmission may last for long time with repetitions, it will take much resource if GNSS channel status is reported every time when it is e.g. changed larger than a threshold. Meanwhile, the GNSS channel status may already changed when UE report it and then eNB configured the GNSS measurement window to it.
Therefore, it is better for eNB to control the GNSS measurement window but the overhead may cause much issue if UE report to eNB the GNSS related channel status with its measurement. Then UE selection with network control may be one possible way to be considered and discussed.
Proposal 9: Overhead reduction should be considered for selection of GNSS measurement window and coordination between UE and eNB.
Long PUSCH/PRACH transmission
In RAN1 #106-e meeting, there were discussion on UE pre-compensation for long term PUSCH transmission and agreements as below.
Agreement:
· For NB-IoT/eMTC NTN, the network configures one of K candidate values for the UL transmission segment duration of NPUSCH/PUSCH in a k-bit field. 
· For NB-IoT, maximum 3-bit field with a maximum number of K=8 candidate values 2 ms, 4 ms, 8 ms, 16 ms, 32 ms, 64 ms, 128 ms, 256 ms  
· FFS: Down scoping of K candidate values, size of k-bit field

Also, RAN1 #106-e meeting had a discussion on long transmission on PRACH. 
Agreement:
· For NB-IoT NTN, the network configures one of K values for the UL transmission segment duration of each PRACH preamble format in a k-bit field, where the size of the k-bit field and the number of K candidate values depend on the preamble format.
· Format 0 and format 1: 3-bit field, K=6 candidate values 2.4.(TCP+TSEQ), 4.4.(TCP+TSEQ), 8.4.(TCP+TSEQ), 16.4.(TCP+TSEQ), 32.4.(TCP+TSEQ), 64.4.(TCP+TSEQ)
· Format 2:  2-bit field, K=4 candidate values 2.6.(TCP+TSEQ), 4.6.(TCP+TSEQ), 8.6.(TCP+TSEQ), 16.6.(TCP+TSEQ)  
· FFS: Down scoping of K candidate values, size of k-bit field
· FFS: Whether the same segment duration can be used for all preambles within a preamble format
Agreement:
For eMTC, the network configures one of K values for the UL transmission segment duration of PRACH in a k-bit field.
· FFS: K candidate values, size of k-bit field

In RAN1 #106-e meeting, the TA pre-compensation issue in long PUSCH/PRACH transmission was discussed. Also, the candidate values of the UL transmission segment durations were agreed. As a next step to down-scope of K candidate values, we analyze the applicability of the agreed segment duarations in different elevation angles. 
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Figure 2. Evaluation of TA change during a transmission period of 256 ms.
First, we investigate the impact of the subcarrier spacing on the applicability of the segment durations. In NTN, especially in LEO scenario, the distance between satellite and UE is continuously changing, and in the case of transparent satellites also the distance to the NTN gateway is continuously changing. Therefore, the time shift can significantly exceed the cyclic prefix. For example, Figure 2 shows the TA change over time during the 256 ms transmission period for an UE connected with 600 Km transparent LEO. In Figure 2, we can see that the amount of TA value change (i.e., TA error) is exceeding the maximum tolerance, i.e., a half of CP length = 2.35 µsec when the subcarrier spacing is 15 kHz (TS 36.211). However, if the subcarrier spacing is 3.75 kHz, CP length is 66.7 µsec. In that case, the TA error during 256 ms may not be an issue since a long CP length can cover the amount of TA error. 
Observation 7: The TA error during the 256 ms UL transmission period exceeds the maximum tolerance when the subcarrier spacing is 15 kHz. 
When applying the agreed UL transmission segment duration in RAN1 #106-e, it should guarantee that, after the time adjustment in a certain segment repetition unit, the transmission is still covered by the cyclic prefix while not enter into the next symbol when received by eNB.
Proposal 10: Within the segment duration, the accumulated timing error due to TA drift should not exceed the tolerance provided by the cyclic prefix.
For how UE pre-compensate for the time advance, there could be multiple different solutions. 
One simple solution is that the base station configures a set of TA values when it schedules the UL transmission, e.g. allowing the UE to apply a new TA value of the set after each transmission gap or alternatively that each TA-entry in the set has a corresponding time when the UE shall apply it. This ensures UL transmissions from different UEs are time-aligned at that reference point and no interference is caused by non-synchronizaiton in UL.
Receiving a set of TA values enable the UE to adjust the uplink transmission timing without having to use GNSS. Bundling a set of TA values also reduces the signaling overhead compared to allowing the network to send additional TA values during the transmission gaps of the repetition.
Proposal 11: For TA value changing during the repetitions of PUSCH, a simple configuration of a bundle of TA and corresponding time to utilize from Node B to UE, should be considered as one option.
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Figure 3. TA changes during a 256 ms transmission period at different elevation angles from 10 degree to 90 degrees
Also, we need to study what is related on deciding the TA segment. Figure 3 shows that the amount of the TA value change during the transmission period of X = 256 ms at different elevation angles from 10 to 90 degrees when LEO satellite altitude is 600 km. At different elevation angles (at the beginning of the transmission period), the change of TA may vary significantly. To keep the TA change within the timing error tolerance, RAN1 #106-e meeting has agreed to have transmission segments shorter than the current 256 ms. A small TA adjustment gap will be needed after a transmission segment for the UE to adjust the TA change. It is important that the proper length of the segment is selected based on the elevation angle since the TA drift rate varies with the elevation angle. For example, at 10⁰ elevation angle, the TA drift rate is the highest, so the segment length should be the shortest. As the elevation angle increases, the TA drift rate decreases, and the segment length can be longer. 
Observation 8: The TA error in a transmission segment duaration is related to the elevation angle. 
To set the segment length and TA adjustment gap, we use the fact that the elevation angle affects the timing drift rate. For example, the network can configure a table including the different combinations of the segment length and gap sizes. For example, Table 1 includes 8 segment repetition units (K=8) when assuming UE is connected with a LEO satellite at 600 km altitude.
[bookmark: _Ref84004620]Table 1. Indexed table for the segment lengths depending on the UE elevation angle.
	Index
	Minimum elevation angle (deg)
	Segment 
duration (ms)
	Number of segments in X

	0
	10
	2
	128

	1
	10
	4
	64

	2
	10
	8
	32

	3
	10
	16
	16

	4
	38
	32
	8

	5
	67
	64
	4

	6
	79
	128
	2

	7
	85
	256
	1



Observation 9: Long segment duration can be used by the UE at a high elevation angle.
Proposal 12: An indexed table is used to indicate the applicable segment durations for different elevation angles. 
In Table 1, the configurations are indexed from 0 to 7. For each segment duration, the minimum value of applicable elevation angle is added. This information on the minimum elevation angle supporting a certain segment length can be used to determine a proper configuration format. For example, a short segment length should be applied to UE at a low elevation angle. This is due to the fact that the TA drift rate changes over elevation angle as shown in Figure 3. By indicating the minimum applicable elevation angle, a suitable segment duration can be selected so that the TA error is maintained lower than the timing error tolerance. In particular, if a fixed configuration is used for all elevation angles, Table 1 shows that 2, 4, 8, and 16 ms can be the feasible options. Otherwise, large segment durations such as 32 ms and 64 ms can be selected if the elevation angle of UE is greater than 38 and 67 degrees, respectively. 
Proposal 13: The segment duration for TA should be selected based on the elevation angle.  
Furthermore, we may consider adding a gap between two segments for TA adjustment. The accumulated timing error within a segment should be less than the cyclic prefix. For the UE to adjust the TA for the next segment, one symbol can be punctured to create the adjustment gap.
Proposal 14: One SC-FDMA symbol can be punctured between two segments for TA adjustment.
NB-IoT preamble formats (for FDD) in TS 36.211 are listed in Table 2. The maximum continuous transmission time before a 40 ms gap is 358.4 ms, 409.6 ms, 307.2 ms for format 0, 1, and 2 respectively. Consider the worst case of LEO 600 Km where the TA drift rate is 93 µs/s [11], the resultant timing error within the maximum continuous transmission time is no more than 33.5 µs, 38.1 µs, and 28.8 µs for format 0, 1, and 2 respectively. These worst case timing errors are well within the preamble format’s cyclic prefix (see Table 2). Therefore, we see no need to introduce segments for NPRACH.
[bookmark: _Ref84004838]Table 2. NB-IoT preamble formats
	Preamble format
	P
	TCP
	TSEQ
	TCP + TSEQ 
	Repetition unit duration 
 
	Maximum continuous transmission time

	0
	4
	
()
	
	1.4 ms
	5.6 ms
	 ms

	1
	4
	 ()
	
	1.6 ms
	6.4 ms
	409.6 ms

	2
	6
	 
()
	
	3.2 ms
	19.2 ms
	 ms



Observation 10: TA drift induced timing error during the maximum continuous transmission time of NPRACH is smaller than the preamble’s cyclic prefix.
Proposal 15: No need to introduce new transmission segments to NPRACH.

Issue from time drifting
Time drifting in LEO scenario
TS 36.133 contains the timing requirements for UEs: “ The UE initial transmission timing error shall be less than or equal to ±Te.“. The possible values of Te can be found in 36.133 section 7.1.2 and are in the range of Te = ±80Ts = ± 2.6 μs for NB-IoT,  ± Te = ±24Ts = ± 0.78 μs for eMTC. The timing is relative to the downlink reception. The challenge is however that the satellite that provides the downlink signals moves. This is shown in Figure 4 and works as follows:
· The eNb transmit the downlink frame at a certain point in time. The delays of the feeder and service link are at that point in time are d and c respectively
· This downlink frame arrives at the UE after d+c+u1, where u1 is the change due to movement of the satellite.
· The UE may not respond immediately but first after a scheduling delay s. At that point the time is d+c+s+u1+u2, where u2 is due to the satellite movement during scheduling delay s. 
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Figure 4. Satellite movement and timing
The value of u1 depends on RTT/2, while the value of u2 depends on scheduling delay s. Some example values for u1+u2, which represent the drift due to satellite movement can be seen in Table 3 for different values of the scheduling delay s. It can be seen that it is not always possible to fulfill the requirement with the value of Te and that the signal may even drift more than the duration of the cyclic prefix. There are two possibilities to avoid this from happening:
· The network sends timing adjustement commands at a rate that the signals stay within the cyclic prefix.
· The UE auto adjusts the timing based on the satellite ephemeris data, which includes speed and direction.

The first approach increases the number of TA messages, which may be undesirable from network capacity point of view, whereas if the second method is used, tight requirements need to be set such the network understands the timing of the UE. That is, at which time and by which amount the UE will auto-adjust its transmit timing. One critical element of the UE autonomously adjusting or adapting its transmit timing is that the eNB may potentially not be aware of such adjustments, and any TA command to the UE may be based on an UL signal that is no longer applicable. Hence, it is needed that the eNB is in control of the UE mechanism for the timing advance updates.

Proposal 16: Network should be in control of the timing advance updates applied at the UE.
Proposal 17: If UE is performing autonomous update of timing advance during RRC_CONNECTED mode, the network should know the details of such adjustments in advance.
One way of ensuring the network is aware of TA adjustments made by the UE is that the UE reports its location. This allows both the network and the UE to calculate the UE specific TA at any point in time. If the UE detects the actual TA is different from the TA based on the location the UE can provide a location update. 
[bookmark: _Ref71656259]Table 3 example values for u1 and u2 for different scheduling delays s for LEO at 600 km (worst case).
	RTT(ms)
	S (ms)
	u1 (μs)
	u2 (μs)
	u1+u2 (μs)

	28.4
	1
	0,355
	0,025
	0,38

	28.4
	5
	0,355
	0,126
	0,48

	28.4
	10
	0,355
	0,25
	0,61

	28.4
	100
	0,355
	2,5
	2,86

	28.4
	200
	0,355
	5,0
	5,36



[bookmark: _Hlk83885487]To solve this UE autonomous TA adjustment was added.  The challenge is that tight requirements need to be set to the UE timing so that this is aligned with network timing. That is, at which time and by which amount the UE shall auto-adjust its transmit timing. One critical element of the UE autonomously adjusting or adapting its transmit timing is that the eNB may potentially not be aware of such adjustments, and any TA command to the UE may be based on an UL signal that is no longer applicable. Such a situation could create error propagation and oscillations, and should be avoided.
· The network sends timing adjustment commands at a high rate so that the signals stay within the cyclic prefix.
· The UE autonomously adjusts its timing based on the satellite ephemeris data.

The first approach significantly increases the number of needed TA messages, which may be undesirable from network throughput point of view, whereas if the second method is used, tight requirements need to be set to the UE timing so that this is aligned with network timing. That is, at which time and by which amount the UE shall auto-adjust its transmit timing. One critical element of the UE autonomously adjusting or adapting its transmit timing is that the eNB may potentially not be aware of such adjustments, and any TA command to the UE may be based on an UL signal that is no longer applicable. Such a situation could create error propagation and oscillations, and should be avoided.
Therefore, once current agreements enable TA autonomous compensation at the UE side, it is important to guarantee that the closed loop (legacy) mechanism can co-exist in harmonious way with the open loop TA operation which is based on TA autonomous compensation relying on NTA,UE-specific. The fundamentals and principles NTN specifications are such that the central node (eNB) bares the main responsibility to manage the connection. In order to maintain this principle, the closed loop solution, i.e., the TA commands generated by the eNB may not be deactivated or ignored by the UE, in any circustance. 
Proposal 18: The eNB should be able to use the closed-loop solution (Timing Advance Commands over DL MAC-CE) at any time.  
There are different situations where the eNB may need to issue a TAC (timing advance command). We now refer to two main cases from which other scenarios may derive: 
A. The UE autonomous compensation (for both the service link and/or the common delay) is innacurate. 
B. The gNB needs to offset UE timing. 

In case A. the UE algorithms for the autonomous compensation component may become inaccurate (for example, for GNSS instability), or delayed. The algorithms themselves, which are not under control of the RAN, may also present rounding or interpolation errors that may sum up for a timing deviation. A potential problem in this scenario, is that the eNB may generate a TAC, and due to the very large RTT times observed in NTN, the situation that created the timing deviation at the UE side may be in the meantime mitigated by the UE algorithms. For example, by the acquisition of updated data on one or more of the following: GNSS, ephemeris, or common delay parameters. In this case, the TAC and the UE updates will act on the same direction, aiming for compensating twice for the deviation. 
Observation 11: If TAC is generated to fix a temporary deviation in the UE transmission timing, when UE updates their autonomous components on the timing advance formula, there may be an overcompensation of the timing advance, generating a similar deviation on the opposite direction (Figure 5).

[bookmark: _Ref83910119]Figure 5. Example of timing overcompensation by the UE, when TAC and UE correction are both applied together. The solid line represents the UE estimation of Timing Advance (open-loop only) with some error deviations. The dotted line represents the Timing Advance when closed loop and open loop are applied together leading to instability. 
In case B, the eNB may just require the UE to offset its transmission timing. For example, this may happen if the eNB has identified a jitter caused by the processing times at the satellite or gateway , or simply to cause some offset that allows for a buffer as part of the cyclic prefix such that there is a headroom to absorb timing inaccuracies in the UE transmit timing. Another situation that may entice such offset are due to eNB implementations. 
Observation 12: If TAC is generated to introduce an offset in UE timing due to eNB internal optimizations, the TAC should be applied regardless of UE accuracy for timing estimation. 
While the case A. creates a scenario where TAC may come in bursts, as there will be overcompensation by the fact closed-loop and open-loop are acting in similar directions, and therefore generating overhead and potential loop instability in the PHY. On the other hand, in case B. the TAC is required to create a unique long-lasting offset on UE timing. As a consequence, both cases should be treated differently by the UE. In the first case, both nodes would benefit if the TAC would be a “temporary” Timing Advance Command, that lasts until UE autonomous compensation is updated. So, regarding the agreements of previous meetings that state the details for NTA update/accumulation merit further studies, we then propose: 
Observation 13: In order to guarantee TA update loop stability, two operation modes for TAC update are needed.
Proposal 19: the TAC should operate in two different states to allow both differential and absolute indication of the TAC updates.
Timing-drift-induced phase error 
In RAN1 105-e meeting, there was a discussion on phase discontinuity when applying pre-compensation for UL transmission. 
Agreement:
· A specification change is needed for UL transmission with repetitions R>1. 
· For segmented UE pre-compensation how the following is handled can be further discussed 
· Phase discontinuity at subframe boundary when applying new pre-compensation
· Coherence time limitation due to delay/frequency drift rate during segment
· Signal overlapping between different TA segments
· FFS: Need for more frequent new UL gaps during long transmission 
· FFS: Whether sampling frequency adjustment to avoid new UL gaps can be achieved by implementation
· FFS: Value of N for the number of time units and what is the time unit for the segmented UE pre-compensation

A large TA drift rate can yield an abnormally large phase discontinuity at the boundary of the symbol. In that case, the amout of additional phase discontinuity can be called as a timing-drift-induced phase error. Such a large timing-drift-induced phase error has a detrimental impact on the receiver’s decoding performance. In particular, the timing-drift-induced phase error can exceed the maximum tolerance for demodulation. In SC-FDMA, the sequence of bits transmitted is mapped to a complex constellation of symbols. For instance, if the phase discontinuity of QPSK signals is greater than 45 degrees, the receiver can no longer demodulate the QPSK symbol correctly. If not adjusted, the SC-FDMA waveform may have accumulated phase error exceeding the demodulation tolerance well before the transmission is complete. 
Observation 14: Timing-drift-induced phase error can exceed the maximum demodulation tolerance at the receiver. 
To identify the issue, we derive and analyze the timing-drift-induced phase error. The uplink transmissions for NB-IoT use SC-FDMA where the baseband signal is generated according to Section 10.1.5 of TS36.211. When a resource unit contains only one subcarrier (), the time-continuous signal sk ,l (t ) for sub-carrier index k in SC-FDMA symbol l in an uplink slot is defined as


where the signal’s phase  is decided by the following equations:





In the above specified waveform, the phase of current symbol  is an increment of   from the phase of previous symbol . 
In NTN, the required timing advance is time-varying due to the motion of satellite as shown in Figure 6. During a transmission period, the TA change amount is roughly the product of the TA drift rate and the transmission time. For IoT devices that rely on a large number of repetitions in data transmission, the long transmission time will incur a non-negligible timing drift for the UL signal as shown in Figure 6. 
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[bookmark: _Ref79141361]Figure 6 TA drift (with a drift rate r) due to satellite motion causes a change in signal propagation time and signal propagation distance
When the signal’s propagation distance changes with the movement of a satellite, 7 shows that a phase error will be encountered at the receiver. When the phase of the transmitted signal is  at time , the transmitted signal arrives at the receiver with an additional delay known as timing drift. As the received signal is sampled at , the receiver observes the phase of a delayed signal waveform, resulting in a phase error on the received signal as shown in Figure 7. Note that the symbol phase of the received signal increases at a lower rate  as opposed to the original rate .
[image: ]
[bookmark: _Ref79141390]Figure 7 Receiver can observe a lower phase than the transmitted signal’s phase due to TA drift.
As the TA change becomes large, there may be a serious impact on the signal’s phase continuity, causing the data symbols not to be demodulated successfully. In particular, a TA change of  corresponds to a timing drift of  for the UL signal waveform. 8 shows that the accumulated timing drift in the UL signal during the transmission period. This timing drift produces an increasing phase error along the time. Additionally, a UE with smaller elevation angle may have a faster phase error accumulation.
[image: ]
[bookmark: _Ref79141458]Figure 8 The amount of phase error in UL transmission period increase with the transmission period.
Observation 15: The phase error increases as the elevation angle decreases since the TA drift rate is higher at a lower elevation angle.
Observation 16: Accumulating phase error of SC-FDMA symbols occurs due to the TA drift in the IoT NTN scenarios.
Proposal 20: Phase error in SC-FDMA should be compensated in the IoT NTN scenarios.
Due to the TA drift, the symbol phase slope at the receiver will change by a factor . At the UE transmitter, the phase error can be pre-compensated by scaling up the phase difference across symbols by a factor . The symbol phase for the -th symbol becomes
	   (1)
	


where  is a function of TA drift rate , . With the phase pre-compensation, the phase of the -th symbol of the received signal will be  after propagation while the TA drifts.
Proposal 21: UE should reduce the phase error by compensating the timing-drift-induced phase error in its modulation process based on the TA drift rate. 
Alternativlely, when the UE’s location is known to the network, the eNB can estimate the TA drift for that UE. In this case, the phase error can be corrected by the eNB receiver instead of the UE pre-compensating the phase error. In the demodulation process, the eNB will use the time drifted symbol phase for the -th symbol as in (1), but with the timing correction factor . With this phase correction, the reference phase of the demodulator will be the same as the phase of the received signal.
[bookmark: _Hlk68691077]Proposal 22: alternatively, eNB receiver can modify the reference phase for demodulation to match the received symbol phase.
Conclusion
In this contribution, we discussed time and frequency synchronization for NB-IoT/eMTC over NTN, our observations and proposals are presented as following:
Observation 1: The acquired GNSS/ephemeris will be out-of-date after some time because of e.g. UE movement or satellite perturbation. UE need to keep valid GNSS/ephemeris before any UL transmission.
Observation 2: there would be unexpected/uncontrolled operation of UE for eNB scheduling if there is no common understanding on validity timer of GNSS and ephemeris, causing that network can not schedule as no information on when UE can/will transmit or receive.
Observation 3: If the network is not aware that a UE requires time to obtain valid GNSS information the network may trigger additional paging before the UE has a chance to initiate the pre-compensated random access procedure.
Observation 4: If UE validates GNSS before every paging occasion it will waste energy due to low paging probability.
Observation 5: GNSS measurement may be needed in CONNECTED mode, when GNSS information may get out of date.
Observation 6: Multiple IoT UE with different capability and channel status may request different GNSS measurement window.
Observation 7: The TA error during the 256 ms UL transmission period exceeds the maximum tolerance when the subcarrier spacing is 15 kHz. 
Observation 8: The TA error in a transmission segment duaration is related to the elevation angle. 
Observation 9: Long segment duration can be used by the UE at a high elevation angle.
Observation 10: TA drift induced timing error during the maximum continuous transmission time of NPRACH is smaller than the preamble’s cyclic prefix.
Observation 11: If TAC is generated to fix a temporary deviation in the UE transmission timing, when UE updates their autonomous components on the timing advance formula, there may be an overcompensation of the timing advance, generating a similar deviation on the opposite direction (Figure 5).
Observation 12: If TAC is generated to introduce an offset in UE timing due to eNB internal optimizations, the TAC should be applied regardless of UE accuracy for timing estimation. 
Observation 13: In order to guarantee TA update loop stability, two operation modes for TAC update are needed.
Observation 14: Timing-drift-induced phase error can exceed the maximum demodulation tolerance at the receiver. 
Observation 15: The phase error increases as the elevation angle decreases since the TA drift rate is higher at a lower elevation angle.
Observation 16: Accumulating phase error of SC-FDMA symbols occurs due to the TA drift in the IoT NTN scenarios.

Proposal 1: there should be common understanding on validity timer for GNSS and validity timer for ephemeris between UE and network, which should be specified in IoT NTN.
Proposal 2: TAT like validity timer could be used as a baseline, where UE should report to network so that both UE and network reset the validity timer and keep common understanding.
Proposal 3: to reduce overhead, UE reporting should be reduced, where e.g. only first report valid information and failure report.
Proposal 4: to save power consumption and latency, one possible way is only to perform a new UL synchronization by CFRA instead of CBRA or going back to IDLE mode.
Proposal 5: UE shall report GNSS measurement gap such that network can allocate sufficient time between sending a paging message and when to expect random access procedure initialization from UE. 
Proposal 6: Network shall not repeat the paging message for a UE during the UE’s GNSS measurement gap.
Proposal 7: A GNSS measurement gap, corresponding to the time the UE requires to validate GNSS, shall be configured in the paging procedure. The position and duration of the gap can be decided and supported in Rel 17.
Proposal 8: GNSS measurement window for both initial access phase and in CONNECTED mode should be specified.
Proposal 9: Overhead reduction should be considered for selection of GNSS measurement window and coordination between UE and eNB.
Proposal 10: Within the segment duration, the accumulated timing error due to TA drift should not exceed the tolerance provided by the cyclic prefix.
Proposal 11: For TA value changing during the repetitions of PUSCH, a simple configuration of a bundle of TA and corresponding time to utilize from Node B to UE, should be considered as one option.
Proposal 12: An indexed table is used to indicate the applicable segment durations for different elevation angles. 
Proposal 13: The segment duration for TA should be selected based on the elevation angle.  
Proposal 14: One SC-FDMA symbol can be punctured between two segments for TA adjustment.
Proposal 15: No need to introduce new transmission segments to NPRACH.
Proposal 16: Network should be in control of the timing advance updates applied at the UE.
Proposal 17: If UE is performing autonomous update of timing advance during RRC_CONNECTED mode, the network should know the details of such adjustments in advance.
Proposal 18: The eNB should be able to use the closed-loop solution (Timing Advance Commands over DL MAC-CE) at any time.  
Proposal 19: the TAC should operate in two different states to allow both differential and absolute indication of the TAC updates.
Proposal 20: Phase error in SC-FDMA should be compensated in the IoT NTN scenarios.
Proposal 21: UE should reduce the phase error by compensating the timing-drift-induced phase error in its modulation process based on the TA drift rate. 
Proposal 22: alternatively, eNB receiver can modify the reference phase for demodulation to match the received symbol phase.
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