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Introduction
In RAN1 IoT NTN SI, there has been lots of discussion and good progress as starting points as in TR [1] on T/F synchronization for IoT UE in NTN scenarios, including DL synchronization and UL synchronization, but there are still request for further study.e.g. comparison on pros and cons of solutions, also the impact to IoT UE operation. Considering low cost/complexity/power consumption and repetitions of IoT UE, following should be discussed, power consumption, accuracy and validity of GNSS measurement/SIB reading for satellite ephemeris, synchronization in long term UL transmission, how to align understanding of UE and Node B on TA utilized by UE, etc..
This paper will discuss requirement and solutions on these points.
Discussion
UL Sync issue for IoT over NTN 
In [2], it has been assumed that both NB-IoT and eMTC UE in IoT scenario have GNSS capability. However, it also mentioned that “NR NTN and IoT NTN have different requirements in terms of cost, complexity, power consumption and scenarios.” 
Like all wireless singal, GNSS signal receiving quality will depend mainly on GNSS transmission power and channel status from GNSS satellite to UE. As GNSS transmission power is not changed specially for IoT NTN UE, the channel status will be the dominant aspect to decide the GNSS quality and accuracy, also processing time requested. Single antenna receiver is typical for NB-IoT UEs, e.g. about 3dB loss for GNSS reception comparing with 2 receiving antenna. A 3dB or more loss will cause much lower GNSS receiving quality comparing with normal UE with 2 or more antenna. For same level of GNSS accuracy, more power and more latency will be needed, as the large power consumption analyzed in SI phase, or even GNSS may be not available.
Except all the above, there are also special deployment of IoT UE, e.g. indoor or vegetation area with large coupling loss or other additional loss, e.g. NLOS loss, which may be not covered by GNSS satellite, as discussed in [3]. How to guarantee these UE can also be served by NTN is one issue to be solved.
Observation 1: For IoT UE with reduced cost/complexity, GNSS may be not available or not accurate.
Proposal 1: It should be evaluated whether GNSS based time frequency synchronization could be available or could be accurate for following IoT cases
· With reduced number of receiver antenna
· With reduced power consumption
· Not covered by GNSS satellite
As discussed in [4], when using S-band, e.g. 2GHz, then the maximum doppler shift for GEO, LEO600 and LEO1200 will be smaller as 1860Hz, 42kHz and 48kHz, which is  larger than the one supported by eMTC, i.e. 220Hz. 
Consider this requirement, frequency compensation should firstly considering reusing solution from NR NTN while also consider IoT requirements.
Considering UE can not do GNSS operation and IoT operation simultaneously, and possible large power consumption for GNSS acquisition, utilization of GNSS operation should be managed as less as possible.
Proposal 2: Considering non-simultaneous operation and power consumption for IoT UE, utilization of GNSS operation should be managed as less as possible in IoT NTN.
UE automatic pre-compenation and network assisted pre-compensation has been discussed in NR NTN and IoT NTN. In IoT NTN, they should be compared for different deployment and utilization:
· GNSS availability/accuracy. As discussed above, IoT UE may have less GNSS accuracy and GNSS availability comparing with normal UE. Then if only UE automatic T/F pre-compensation, time/frequency error may not be avoided. This may impact the performance for IoT UE. Additionally, for these cases, network should have knowledge of whether there is GNSS unavailable/fault issue and management on UE’s operation, like TA adjustment or RLF operation etc., when GNSS unavailable/fault will cause interference to other UEs.
· IoT UE deployment. Considering additional path loss as IoT UE with indoor/vegeation/NLOS deployment, there will be higher probability for GNSS unavailable/fault. 
· Error propagation. If there is error for GNSS based UE automatic pre-compensation, the long term UL transmisison with T/F syncrhonization error may have a long time error propogation and long time interfreence to other UE.
· Alignment between UE and eNB. UE automatic pre-compensation may happen in any time, which can not take into account the network configuration after its pre-compensation operation. While if network does not know what have been automatic pre-compensated by UE, network may only adjust UE time/frequency synchronization based on UL reception. This will result in misalignment between UE and eNB on UL synchronization, additionally causing UL synchronization adjustment back and forth along the time and degradation of UL performance for both UE and system. 
Observation 2: If only consider UE automatic pre-compensation, there will be 
· UL synchronization error for IoT UE in NTN scenario 
· The syncrhnizaiton error may last for long time with repeeitions and error propagation,
· Mis-alignement between UE and eNB and ineffective for UL sync adjustment.
Proposal 3: considering reduced UE capability and issue for IoT UE, it is important to provide more chances for IoT UE on T/F synchronization, e.g. UE-automatic pre-compensation, network assisted pre-compensation, and other possible solution, to avoid sync error.
Proposal 4: for T/F synchronization, the UE automatic pre-compensation and network assisted pre-compensatioin should be compared and further discussed to provide complete solution.
UE pre-compensation based on GNSS
As discussed above, UE pre-compensatoin based only on GNSS will have a full dependency on GNSS accuracy/availability. However, for IoT UE, there will be much issue impact the GNSS accuracy/availability as discussed above. As a summary, the following GNSS inaccuracy/unavailable issues should be solved:
· Low capability UE and additional loss for IoT UE, UE/satellite movement
· Non-simulteneous GNSS and IoT UL/DL operation 
· Infrequent GNSS acquisition to keep low power consumption
Additionally, in initial access, if GNSS based time synchronization is used by IoT UE, the GNSS-based time compensation must fulfil certain accuracy level in order to enable a correct decode of the random access preambles transmitted by the UE. Also considering the sources of GNSS inaccuracy as listed in [5], the cyclic prefix used for the random access preamble should at least cover the physical wave propagation delay as well the expected inaccuracy of the GNSS-based procedure. 
Observation 3: If GNSS based time synchronization is used for IoT over NTN, the entire cyclic prefix of the random access preamble should be able to cover multipath propagation delay as well as the inaccuracy imposed by the compensation algorithm based on the GNSS information.  
Proposal 5: If GNSS based time synchronization is used for IoT over NTN, the aggregate contribution of all sources of inaccuracy must not violate the limits imposed by the cyclic prefix of the random access preamble.  
The cyclic prefix of the RA preamble depends on the choice of the preamble format and are described in 36.211 for both NB-IoT and eMTC.  
Proposal 6: The GNSS-assisted pre-compensation solution used by the UE shall meet the demands of the preamble format chosen by the operator, i.e., UE must be prepared to fulfil all preamble format requirements.
Network assisted pre-compensation
Based on above analysis, there may be UE GNSS unavailable/fault/inaccuracy, where solution with only UE GNSS based auto-precompensation may not work well. Additionally, a hot start of GNSS will take 1 second while about 5seconds for warm start. Thus, whenever a new GNSS acquisition is needed, there will be long term interruption of IoT Tx/Rx considering the non-simultaneous operation. Actually, GNSS based measurement can provide UE a good reference for basic adjustement on oscillator, then based on a correct oscillator, one possible way is UE switch to operation, within communication with eNB, as to adjust time based on network assistance TimeReferenceInfo-r15 from eNB without impact from satellite location derivation, while measure DL RS for UL frequency adjustment without impact by UE location derivation and satellite location derivation. The later solution, i.e. time reference configured from eNB and DL RS based UL synchronization is more stable while less impacted by GNSS issue and no additional interrupt to IoT operation, with regular DL measurement and configuration already supported by specification of IoT over TN.
Based on this analysis, we propose:
Proposal 7: Combination of UE automatic precompensation and network assisted precompensation should be added as one option in specification, to provide effective UL synchronization in all IoT NTN scenario, avoid GNSS issue on inaccuracy/interruption on IoT operation and to provide fast convergance of UL synchronization.
Validity of GNSS and ephemeris 
GNSS and ephemeris information are two of important information for UE automatic T/F synchronization. The accuracy of them will directly impact on the accuracy of the synchronization. However, from power saving point of view, NB-IoT/eMTC UE does not need to acquire GNSS or read SIB for satellite ephemeris frequently. As in TR, it could be assumed that validity of GNSS and ephemeris could last for a validity time after UE gets GNSS fix or read ephemeris information, where UE can assume the GNSS and ephemeris is accurate and utilized for synchronization. 
After the validity time expires, the history acquired GNSS and/or ephemeris may be already inaccurate because of UE movement or satellite perturbation. If UE still want to do UL transmission, new acquisition for GNSS and/or ephemeris should be done to guarantee UL synchronization before any UL transmission.
Observation 4: The history acquired GNSS/ephemeris will be out-of-date after some time because of e.g. UE movement or satellite perturbation.
Considering how to guarantee validity of GNSS and ephemeris, RAN4 should evaluate the requirement on the validity. Both UE and eNB should know whether it/they are still valid or not and should have aligned understanding, to avoid uncontrolled issue because of UE asynchronization. Validity timer for both GNSS and ephemeris should be considered.
Proposal 8: Validity timer of GNSS and ephemeris should be supported and coordinated between UE and eNB.
While, when either GNSS or ephemeris data are not valid, it means UL sync for UE is missed and UE should stop UL transmission before achieve new one.
GNSS measurement window 
GNSS measurement window in IDLE mode
In RAN1 #104-e meeting in SI phase, there has been discussed whether GNSS measurement window should be considered as UE need to do T/F pre-compensation before random access procedure. In order to perform the T/F synchronization before PRACH transmission, the UE needs to obtain valid GNSS information. According to the discussions, a hot start may require a few seconds while a warm start takes considerably longer. 
For mobile terminated traffic, the network will first page the UE. If the network is not aware that the UE has to obtain the valid GNSS information, i.e. delaying the start of the random access procedure, the network may interpret the lack of UE response as a sign that the UE did not receive the paging. Therefore, the network may repeat the paging, potentially escalating it to a larger area and thus affecting more UEs. Figure 1 illustrates the paging scenario where the UE applies either hot or warm start GNSS before being able to respond with start of random access procedure. Similarly, if (G)WUS is utilized, the network may need to accommodate the time to obtain valid GNSS information either between sending the WUS and the paging message, or after the paging message.
[image: ]
Figure 1 Illustration of GNSS start delay in a paging scenario.
Observation 5: If the network is not aware that a UE requires time to obtain valid GNSS information the network may trigger additional paging before the UE has a chance to initiate the pre-compensated random access procedure.
A simple solution to the issue is to require that the UE always obtains valid GNSS information prior to monitor for paging. However, such an approach is rather energy consuming since the UE is not likely to be paged in every paging occasion. For example, the paging probability may be in the order of 0.1-1 % for IoT devices and thus it is a waste of energy to validate GNSS in 99 % or more of the paging occasions.
An alternative solution is that the UE, at a prior occasion, provides its GNSS capability including an estimate of how long time is needed to obtain valid GNSS information (i.e.. GNSS measurement gap). Having such knowledge on network side enables the network to postpone further paging after sending the initial paging until after the GNSS measurement gap reported by UE has expired. The network may also consider the last time the UE was active to distinguish between whether the UE is expected to perform a warm or hot start. Alternatively, it can be specified that the UE shall always have either up-to-date GNSS information or be ready to perform hot start after being paged, i.e. excluding the longer cold and warm start options.
Proposal 9: UE shall report GNSS measurement gap such that network can allocate sufficient time between sending a paging message and when to expect random access procedure initialization from UE. 
The position and duration of the gap within the paging procedure can be further discussed and should be supported in Rel 17.
Proposal 10: A GNSS measurement gap, corresponding to the time the UE requires to validate GNSS, shall be configured in the paging procedure. The position and duration of the gap can be decided and supported in Rel 17.
GNSS measurement window in CONNECTED mode
In RRC CONNECTED mode, as there is validity of GNSS measurement, before UE’s GNSS measruement gets out of date, UE needs to measure GNSS again to keep GNSS accurate when needed. Even for short sporadic traffic, if GNSS is out of date, there will be issue and the issue may be larger than longer traffic as the ratio of power and resource for data transmission in the whole consumption will be even smaller.
Observation 6: GNSS measurement may be needed in CONNECTED mode, when GNSS information may get out of date.
Proposal 11: GNSS measurement window for both initial access phace and in CONNECTED mode should be discussed.
However, considering “Simultaneous GNSS and NTN NB-IoT/eMTC operation is not assumed”, the GNSS measuerement will impact on IoT data performance, as the GNSS measurement window will impact the available time for IoT UE for UL/DL data transmission. A larger GNSS measurement window will impact more on IoT data performance.
Like all other measurements, the time requested for UE's GNSS measurement will depend on UE capability and GNSS channel status. Obviously a better GNSS channel status will provide a better GNSS receiving quality, which will request less time to receive the GNSS signal from multiple GNSS satellite and less time to achieve a accurate GNSS information for UE.
While for UE capability, two aspects should be considered for GNSS measurement:
· A UE with more receiving antenna will have more receiving gain, which will provide a higher GNSS receiving quality.
· A UE with more processing capatility can provide a faster processing on same size of packets with same receiving signal qualtiy.
Obviously, NB-IoT UE may have less number or receiving antenna and less processing capability than eMTC UE, while both of them will have less capability than normal UE. A UE with higher UE capability on GNSS processing will request less time for GNSS measurement.
Observation 7: Multiple IoT UE with different capability and channel status may request different GNSS measurement window.
Although UE capability for GNSS measurement is fixed, the GNSS channel status may change especially for moving UE, resulting the requested GNSS measurement window size to be changed accordingly.
As IoT UL transmission may last for long time with repetitions, it will take much resource if GNSS channel status is reported every time when it is e.g. changed larger than a threshold. Meanwhile, the GNSS channel status may already changed when UE report it and then eNB configured the GNSS measurement window to it.
Therefore, it is better for eNB to control the GNSS measurement window but the overhead may cause much issue if UE report to eNB the GNSS related channel status with its’ measurement. Then UE selection within network control may be one possible way to be considered and discussed.
Proposal 12: Overhead reduction should be considered for selection of GNSS measurement window and coordination between UE and eNB.
Long PUSCH transmission
In RAN1 #104bis meeting, there were discussion on UE pre-compensation for long term PUSCH/PRACH transmission and agreements as below.
Agreement:
UE pre-compensation done per N time units for long PUSCH is the baseline solution. 
· The pre-compensation does not vary within a block of N time units
· FFS: the definition and value of N

Agreement:
UE pre-compensation done per N time units for long PRACH is the baseline solution. 
· The pre-compensation does not vary within a block of N time units
· FFS: the definition and value of N

Also, RAN1 #105-e meeting had a discussion on introducing UL gaps during long transmission. 
Agreement:
· A specification change is needed for UL transmission with repetitions R>1. 
· For segmented UE pre-compensation how the following is handled can be further discussed 
· Phase discontinuity at subframe boundary when applying new pre-compensation
· Coherence time limitation due to delay/frequency drift rate during segment
· Signal overlapping between different TA segments
· FFS: Need for more frequent new UL gaps during long transmission 
· FFS: Whether sampling frequency adjustment to avoid new UL gaps can be achieved by implementation
· FFS: Value of N for the number of time units and what is the time unit for the segmented UE pre-compensation

In RAN1 105-e meeting, segmented pre-compensation via more frequent new UL gaps was proposed. In particular, to reduce a TA error, ZTE [6] proposed to use a short segment for pre-compensation and add a transmission gap between the segments. Also, the proposal from APT [7] supports using UL compensation gap within the NPUSCH transmission period of 256 ms. Moreover, Sony [8] proposed to update the timing of PUSCH transmission with a certain time period less than 8 ms. Furthermore, the UE autonomous TA adjustment in Huawei’s proposal [9] enables UE to compensate the large timing drift TA during the long preamble transmission by inserting more UL gaps while maximizing the allowed time-continuous transmission period. Therefore, while aligned with the aforementioned proposals and agreements, the TA pre-compensation issue in long PUSCH transmission should be addressed by introducing the segmented transmission formats with new UL gaps.
Below the issue is analyzed in detail. In NTN, especially in LEO scenario, the distance between satellite and UE is continuously changing, and in the case of transparent satellites also the distance to the NTN gateway is continuously changing. The latest correction to Table 7.1-1 of TR 38.821 indicates the round-trip delay can vary +/- 93 µs/s for a transparent LEO satellite [10]. Since a transmission utilizing repetitions may last seconds or tens of seconds, the time shift can significantly exceed the cyclic prefix. Therefore, it is not acceptable to use one TA for the entire repetition duration. 
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Figure 2. Evaluation of TA change during a transmission period of 256 ms.
Figure 2 shows the TA change over time during the 256 ms transmission period for an UE connected with 600 Km transparent LEO. We can see that the amount of TA value change is exceeding the maximum tolerance, i.e., a half of CP length = 2.35 µsec (TS 36.211). In this case, if the conventional NPUSCH configuration uses the initial TA over the transmission time period X, the TA value change during the transmission period results in a large TA error. Thus, UE will be out-of-sync in the uplink, which may cause significant interference at the Node B receiver.
Observation 8: The amount of TA value change during the 256 ms NPUSCH transmission period exceeds the maximum tolerance.
For the “N time units”, as we mentioned above, it should guarantee that after the time adjustment in the N time units, the transmission is still covered by the cyclic prefix while not enter into the next symbol when received by eNB.
Proposal 13: when deciding “N time units”, the principle is it should guarantee that after the time adjustment in the N time units, the transmission is still covered by the cyclic prefix while not enter into the next symbol when received by eNB.
For how UE pre-compensate for the time advance, there could be multiple different solutions. 
One simple solution, is that the base station configures a set of TA values when it schedules the UL transmission, e.g. allowing the UE to apply a new TA value of the set after each transmission gap or alternatively that each TA-entry in the set has a corresponding time when the UE shall apply it. This ensures UL transmissions from different UEs are time-aligned at that reference point and no interference is caused by non-synchronizaiton in UL.
Receiving a set of TA values enable the UE to adjust the uplink transmission timing without having to use GNSS. Bundling a set of TA values also reduces the signaling overhead compared to allowing the network to send additional TA values during the transmission gaps of the repetition.
Proposal 14: For TA value changing during the repetitions of PUSCH, a simple configuration of a bundle of TA and corresponding time to utilize from Node B to UE, should be considered as one option.
Additionally, we can consider what is related on deciding the TA. Figure 3 shows that the amount of the TA value change during the transmission period of X = 256 ms at different elevation angles from 10 to 90 degrees when LEO satellite altitude is 600 km. At different elevation angles (at the beginning of the transmission period), the change of TA may vary significantly. To keep the TA change within the timing error tolerance (half of CP length), as suggested and discussed by companies in RAN1 #105-e meeting, a transmission segment shorter than the current 256 ms is needed. A small TA adjustment gap will be needed after a transmission segment for the UE to adjust the TA change. The proper length of the segment depends on the elevation angle since the TA drift rate varies with the elevation angle. For example, at 10⁰ elevation angle, the TA drift rate is the highest, so the segment length should be the shortest. As the elevation angle increases, the TA drift rate decreases, and the segment length can be longer. 
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(a) Initial elevation angle is 10 degrees.
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(b) Initial elevation angle is 30 degrees.
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(c) Initial elevation angle is 50 degrees.
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(d) Initial elevation angle is 70 degrees.
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(e) Initial elevation angle is 90 degrees.


Figure 3. TA changes during a 256 ms transmission period at different elevation angles
Observation 9: The size of segment “N time units” and the corresponding TA are related to the elevation angle. 
Proposal 15: TA change within the NPUSCH transmission period at different elevation angles should be considered to determine the segment length and TA adjustment gap. 
To set the segment length and TA adjustment gap, we use the fact that the sum of all segment periods and adjustment gaps equals to the transmission period X.  condition is shown as 

where N is the segment length, Tunit is the time unit, Nsegment is the number of segments in X, and W is the adjustment gap. Here, we propose a generalized equation that can capture any combination of segment lengths and gap periods, including the companies’ proposals in RAN1 105-e meeting. Also, the equation above is used in different formats since  can be flexibly defined. For instance, if the unit of  is set to one slot duration, N represents the number of slots in an integer format. Even when  is unitless, N can directly show the time period of the segmented length. In addition, due to the change of elevation angle over time, the configuration of segment length and gap period may need to be updated. In that case, the equation can be used to calculate the different combination of segment length and gap period for various elevation angles. 
Proposal 16: Segment length and transmission gap within the PUSCH transmission period is calculated by using equation below, where N is the segment length, Tunit is the time unit, Nsegment is the number of segments in X, and W is the adjustment gap. 

Issue from time drifting
Time drifting in LEO scenario
TS 36.133 contains the timing requirements for UEs: “ The UE initial transmission timing error shall be less than or equal to ±Te.“. The possible values of Te can be found in 36.133 section 7.1.2 and are in the range of Te = ±80Ts = ± 2.6 μs for NB-IoT,  ± Te = ±24Ts = ± 0.78 μs for eMTC. The timing is relative to the downlink reception. The challenge is however that the satellite that provides the downlink signals moves. This is shown in Figure 4 and works as follows:
· The eNb transmit the downlink frame at a certain point in time. The delays of the feeder and service link are at that point in time are d and c respectively
· This downlink frame arrives at the UE after d+c+u1, where u1 is the change due to movement of the satellite.
· The UE may not respond immediately but first after a scheduling delay s. At that point the time is d+c+s+u1+u2, where u2 is due to the satellite movement during scheduling delay s. 
[image: ] 
Figure 4. Satellite movement and timing
The value of u1 depends on RTT/2, while the value of u2 depends on scheduling delay s. Some example values for u1+u2, which represent the drift due to satellite movement can be seen in Table 1 for different values of the scheduling delay s. It can be seen that it is not always possible to fulfill the requirement with the value of Te and that the signal may even drift more than the duration of the cyclic prefix. There are two possibilities to avoid this from happening:
· The network sends timing adjustement commands at a rate that the signals stay within the cyclic prefix.
· The UE auto adjusts the timing based on the satellite ephemeris data, which includes speed and direction.

The first approach increases the number of TA messages, which may be undesirable from network capacity point of view, whereas if the second method is used, tight requirements need to be set such the network understands the timing of the UE. That is, at which time and by which amount the UE will auto-adjust its transmit timing. One critical element of the UE autonomously adjusting or adapting its transmit timing is that the eNB may potentially not be aware of such adjustments, and any TA command to the UE may be based on an UL signal that is no longer applicable. Hence, it is needed that the eNB is in control of the UE mechanism for the timing advance updates.

Proposal 17: Network should be in control of the timing advance updates applied at the UE.
Proposal 18: If UE is performing autonomous update of timing advance during RRC_CONNECTED mode, the network should know the details of such adjustments in advance.
[bookmark: _Ref71656259]Table 1 example values for u1 and u2 for different scheduling delays s for LEO at 600 km (worst case).
	RTT(ms)
	S (ms)
	u1 (μs)
	u2 (μs)
	u1+u2 (μs)

	28.4
	1
	0,355
	0,025
	0,38

	28.4
	5
	0,355
	0,126
	0,48

	28.4
	10
	0,355
	0,25
	0,61

	28.4
	100
	0,355
	2,5
	2,86

	28.4
	200
	0,355
	5,0
	5,36



As can be seen from Table 1 the potential drift of the UE required time offset may be substantial, and RAN1 need to define the method for updating the timing advance or time offset to be used by the UE to compensate for the time drift. When using the GNSS based solution where the geo-location of the satellite and the UE is used, the UE would need to extrapolate the time drift observed based on both UE motion and the projected satellite motion. When using the TimeReferenceInfo-r15 based approach, which was also discussed as part of the network-assisted pre-compensation in a previous section of this contribution , the UE would in a similar way need to be able to compensate for any potential time drift due to the satellite movement. When using the reference point at the eNB instead of the satellite for the TimeReferenceInfo-r15 based approach, the reference signals will not change due to the satellite movement. 
Observation 10: Using TimeReferenceInfo-r15 and UE based understanding of GNSS time will suffer less from the satellite movement in terms of timing advance as the reference point is at a static location (the eNB).
Proposal 19: Self adjustement by the UE based on GNSS time and the time provided by TimeReferenceInfo-r15  is a feasible solution and should be standardized as well.
Phase discontinuity
In RAN1 105-e meeting, there was a discussion on phase discontinuity when applying pre-compensation for UL transmission. 
Agreement:
· A specification change is needed for UL transmission with repetitions R>1. 
· For segmented UE pre-compensation how the following is handled can be further discussed 
· Phase discontinuity at subframe boundary when applying new pre-compensation
· Coherence time limitation due to delay/frequency drift rate during segment
· Signal overlapping between different TA segments
· FFS: Need for more frequent new UL gaps during long transmission 
· FFS: Whether sampling frequency adjustment to avoid new UL gaps can be achieved by implementation
· FFS: Value of N for the number of time units and what is the time unit for the segmented UE pre-compensation

Uplink transmissions for NB-IoT use SC-FDMA where the baseband signal is generated according to Section 10.1.5 of TS36.211. When a resource unit contains only one subcarrier (), the time-continuous signal sk ,l (t ) for sub-carrier index k in SC-FDMA symbol l in an uplink slot is defined as


where the signal’s phase  is decided by the following equations:





In the above specified waveform, the phase of current symbol  is an increment of   from the phase of previous symbol . 
In NTN, the required timing advance is time-varying due to the motion of satellite as shown in Figure 5. During a transmission period, the TA change amount is roughly the product of the TA drift rate and the transmission time. For IoT devices that rely on a large number of repetitions in data transmission, the long transmission time will incur a non-negligible timing drift for the UL signal as shown in Figure 5. 
[image: ]
[bookmark: _Ref79141361]Figure 5 TA drift (with a drift rate r) due to satellite motion causes a change in signal propagation time and signal propagation distance
When the signal’s propagation distance changes with the movement of a satellite, Figure 6 shows that a phase error will be encountered at the receiver. When the phase of the transmitted signal is  at time , the transmitted signal arrives at the receiver with an additional delay known as timing drift. As the received signal is sampled at , the receiver observes the phase of a delayed signal waveform, resulting in a phase error on the received signal as shown in Figure 6. Note that the symbol phase of the received signal increases at a lower rate  as opposed to the original rate .
[image: ]
[bookmark: _Ref79141390]Figure 6 Receiver can observe a lower phase than the transmitted signal’s phase due to TA drift.
As the TA change becomes large, there may be a serious impact on the signal’s phase continuity, causing the data symbols not to be demodulated successfully. In particular, a TA change of  corresponds to a timing drift of  for the UL signal waveform. Figure 7 shows that the accumulated timing drift in the UL signal during the transmission period. This timing drift produces an increasing phase error along the time. Additionally, a UE with smaller elevation angle may have a faster phase error accumulation.
[image: ]
[bookmark: _Ref79141458]Figure 7 The amount of phase error in UL transmission period increase with the transmission period.
The timing-drift-induced phase error can exceed the maximum tolerance for demodulation. In SC-FDMA, the sequence of bits transmitted is mapped to a complex constellation of symbols. For instance, if the phase discontinuity of QPSK signals is greater than 45 degrees, the receiver can no longer demodulate the QPSK symbol correctly. If not adjusted, the SC-FDMA waveform may have accumulated phase error exceeding the demodulation tolerance well before the transmission is complete. 
Observation 11: The phase error increases as the elevation angle decreases since the TA drift rate is higher at a lower elevation angle.
Observation 12: Accumulating phase error of SC-FDMA symbols occurs due to the TA drift in the IoT NTN scenarios.
Proposal 20: Phase error in SC-FDMA should be compensated in the IoT NTN scenarios.
Due to the TA drift, the symbol phase slope at the receiver will change by a factor . At the UE transmitter, the phase error can be pre-compensated by scaling up the phase difference across symbols by a factor . The symbol phase for the -th symbol becomes
	   (1)
	


where  is a function of TA drift rate , . With the phase pre-compensation, the phase of the -th symbol of the received signal will be  after propagation while the TA drifts.
Proposal 21: UE should reduce the phase error by compensating the timing-drift-induced phase error in its modulation process based on the TA drift rate. 
Alternativlely, when the UE’s location is known to the network, the eNB can estimate the TA drift for that UE. In this case, the phase error can be corrected by the eNB receiver instead of the UE pre-compensating the phase error. In the demodulation process, the eNB will use the time drifted symbol phase for the -th symbol as in (1), but with the timing correction factor . With this phase correction, the reference phase of the demodulator will be the same as the phase of the received signal.
[bookmark: _Hlk68691077]Proposal 22: alternatively, eNB receiver can modify the reference phase for demodulation to match the received symbol phase.
Conclusion
In this contribution, we discussed time and frequency synchronization for NB-IoT/eMTC over NTN, our observations and proposals are presented as following:
Observation 1: For IoT UE with reduced cost/complexity, GNSS may be not available or not accurate.
Observation 2: If only consider UE automatic pre-compensation, there will be 
· UL synchronization error for IoT UE in NTN scenario 
· The syncrhnizaiton error may last for long time with repeeitions and error propagation,
· Mis-alignement between UE and eNB and ineffective for UL sync adjustment.
Observation 3: If GNSS based time synchronization is used for IoT over NTN, the entire cyclic prefix of the random access preamble should be able to cover multipath propagation delay as well as the inaccuracy imposed by the compensation algorithm based on the GNSS information.  
Observation 4: The history acquired GNSS/ephemeris will be out-of-date after some time because of e.g. UE movement or satellite perturbation.
Observation 5: If the network is not aware that a UE requires time to obtain valid GNSS information the network may trigger additional paging before the UE has a chance to initiate the pre-compensated random access procedure.
Observation 6: GNSS measurement may be needed in CONNECTED mode, when GNSS information may get out of date.
Observation 7: Multiple IoT UE with different capability and channel status may request different GNSS measurement window.
Observation 8: The amount of TA value change during the 256 ms NPUSCH transmission period exceeds the maximum tolerance.
Observation 9: The size of segment “N time units” and the corresponding TA are related to the elevation angle. 
Observation 10: Using TimeReferenceInfo-r15 and UE based understanding of GNSS time will suffer less from the satellite movement in terms of timing advance as the reference point is at a static location (the eNB).
Observation 11: The phase error increases as the elevation angle decreases since the TA drift rate is higher at a lower elevation angle.
Observation 12: Accumulating phase error of SC-FDMA symbols occurs due to the TA drift in the IoT NTN scenarios.
Proposal 1: It should be evaluated whether GNSS based time frequency synchronization could be available or could be accurate for following IoT cases
· With reduced number of receiver antenna
· With reduced power consumption
· Not covered by GNSS satellite
Proposal 2:Considering non-simultaneous operation and power consumption for IoT UE, utilization of GNSS operation should be managed as less as possible in IoT NTN.
Proposal 3: considering reduced UE capability and issue for IoT UE, it is important to provide more chances for IoT UE on T/F synchronization, e.g. UE-automatic pre-compensation, network assisted pre-compensation, and other possible solution, to avoid sync error.
Proposal 4: for T/F synchronization, the UE automatic pre-compensation and network assisted pre-compensatioin should be compared and further discussed to provide complete solution.
Proposal 5: If GNSS based time synchronization is used for IoT over NTN, the aggregate contribution of all sources of inaccuracy must not violate the limits imposed by the cyclic prefix of the random access preamble.  
Proposal 6: The GNSS-assisted pre-compensation solution used by the UE shall meet the demands of the preamble format chosen by the operator, i.e., UE must be prepared to fulfil all preamble format requirements.
Proposal 7: Combination of UE automatic precompensation and network assisted precompensation should be added as one option in specification, to provide effective UL synchronization in all IoT NTN scenario, avoid GNSS issue on inaccuracy/interruption on IoT operation and to provide fast convergance of UL synchronization.
Proposal 8: Validity timer of GNSS and ephemeris should be supported and coordinated between UE and eNB.
Proposal 9: UE shall report GNSS measurement gap such that network can allocate sufficient time between sending a paging message and when to expect random access procedure initialization from UE. 
Proposal 10: A GNSS measurement gap, corresponding to the time the UE requires to validate GNSS, shall be configured in the paging procedure. The position and duration of the gap can be decided and supported in Rel 17.
Proposal 11: GNSS measurement window for both initial access phace and in CONNECTED mode should be discussed.
Proposal 12: Overhead reduction should be considered for selection of GNSS measurement window and coordination between UE and eNB.
Proposal 13: when deciding “N time units”, the principle is it should guarantee that after the time adjustment in the N time units, the transmission is still covered by the cyclic prefix while not enter into the next symbol when received by eNB.
Proposal 14: For TA value changing during the repetitions of PUSCH, a simple configuration of a bundle of TA and corresponding time to utilize from Node B to UE, should be considered as one option.
Proposal 15: TA change within the NPUSCH transmission period at different elevation angles should be considered to determine the segment length and TA adjustment gap. 
Proposal 16: Segment length and transmission gap within the PUSCH transmission period is calculated by using equation below, where N is the segment length, Tunit is the time unit, Nsegment is the number of segments in X, and W is the adjustment gap. 
Proposal 17: Network should be in control of the timing advance updates applied at the UE.
Proposal 18: If UE is performing autonomous update of timing advance during RRC_CONNECTED mode, the network should know the details of such adjustments in advance.
Proposal 19: Self adjustement by the UE based on GNSS time and the time provided by TimeReferenceInfo-r15  is a feasible solution and should be standardized as well.
Proposal 20: Phase error in SC-FDMA should be compensated in the IoT NTN scenarios.
Proposal 21: UE should reduce the phase error by compensating the timing-drift-induced phase error in its modulation process based on the TA drift rate. 
Proposal 22: alternatively, eNB receiver can modify the reference phase for demodulation to match the received symbol phase.

References
[1] [bookmark: _Hlk54385118][bookmark: _Ref68606031]3GPP TR 36.763 V17.0.0, Study on Narrow-Band Internet of Things (NB-IoT)/enhanced Machine Type Communication (eMTC) support for Non-Terrestrial Networks (NTN) , Jun 2021
[2] [bookmark: _Hlk54385064]RP-211601, MediaTek Inc., Eutelsat S.A., “WID on NB-IoT/eMTC support for NTN”, 3GPP RAN #92, 2021
[3] R1-2105404, Nokia, Nokia Shanghai Bell, “Link budget evaluations and deployment for NB-IoT/eMTC over NTN ”, 3GPP RAN1 #105-e, 2021
[4] R1-2105405, Nokia, Nokia Shanghai Bell, “Enhancement to time and frequency synchronization for NB-IoT/eMTC over NTN ”, 3GPP RAN1 #105-e, 2021
[5] R1-2108091, Nokia, Nokia Shanghai Bell, “Time and frequency synchronization for NR over NTN”, 3GPP RAN1 #106-e, 2021
[6] R1-2105194, ZTE, ”Discussion on the synchronization for IoT-NTN”, 3GPP RAN1 #105-e, 2021
[7] R1-2105825, Asia Pacific Telecom, FGI,	”Time and Frequency Synchronization to NB-IoT in NTN”, 3GPP RAN1 #105-e, 2021
[8] R1-2105183, Sony,	”Enhancements to time and frequency synchronisation for IoT-NTN”, 3GPP RAN1 #105-e, 2021
[9] R1-2104259, Huawei, HiSilicon, ”Discussion on time and frequency synchronization enhancement for IoT in NTN”, 3GPP RAN1 #105-e, 2021
[10] [bookmark: _Ref71611387]R1-2103936, Moderator (NTT DOCOMO, INC.), Nokia, Nokia Shanghai Bell, Thales, “TP on round trip delay drift rate for NTN scenarios,” 3GPP RAN1 #104bis-e, 2021


image4.emf
50 100 150 200 250

Tx period [ms]

0

5

10

15

20

25

|

T

A

|

 

[

s

]

Elevation angle = 30 [degree]


image5.emf
50 100 150 200 250

Tx period [ms]

0

5

10

15

20

25

|

T

A

|

 

[

s

]

Elevation angle = 50 [degree]


image6.emf
50 100 150 200 250

Tx period [ms]

0

5

10

15

20

25

|

T

A

|

 

[

s

]

Elevation angle = 70 [degree]


image7.emf
50 100 150 200 250

Tx period [ms]

0

5

10

15

20

25

|

T

A

|

 

[

s

]

Elevation angle = 90 [degree]


image8.png
UE

0y

DL Reference Timing at the gllB

DL Reference Timing at the UE
(1/2 RTT later)

UE Transmission after time s





image9.wmf
(

)

(

)

(

)

CP,s

,

()

212

,

,

()UL

sc

2

l

kl

jkftNT

j

kl

kl

staee

kkN

p

f

-

+D-

-

=××

êú

=+

ëû


oleObject1.bin

image10.jpeg
Time D & @ ()
=0 Initial propagation distance Feeder link

in service link Satellite moves
a distance of ZTc

= % Feeder link distance changes ()
& New propagation distance in service link A

after transmission time T




image11.png
Phase !
®(n) = knT;

Transmit signal

Receiving signal

_ Tk
D(2T;) slope = (145

O(T5)





image12.png
Phase error (degree]

8

2 + s g 10
Tx period [ms]




image1.png
Network Earliest time UE can

sends paging respond with RA if GNSS
message to Earliest time UE requires warm start
the UE can respond PO
e wE) A 7

Hot start delay ~ Paging cycle

Warm start delay




image2.emf
0 20 40 60 80 100

Elevation angle (degrees)

0

5

10

15

20

25

T

A

 

c

h

a

n

g

e

 

(

s

)

X = 256 [ms]


image3.emf
50 100 150 200 250

Tx period [ms]

0

5

10

15

20

25

|

T

A

|

 

[

s

]

Elevation angle = 10 [degree]


