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# 1 Introduction

This document captures the 2nd step of the RAN1#101e email discussion [101-e-NR-RedCap-01] for the study item “Study on support of reduced capability NR devices” [1]. This email discussion focusses on high-level topics and evaluation assumptions necessary to facilitate next step’s more concrete analysis and evaluations.

The section numbering in this document follows the proposed TR skeleton [2]. The TR skeleton itself is discussed separately in email discussion [101-e-NR-RedCap-Skeleton].

# 5 Requirements

Regarding Question 1, most responses indicate that the requirements are generally sufficiently clear, but some clarifications are proposed. The proposals supported by more than one individual response are the following:

* Clarify peak rates for all use cases.
* Clarify that the reference bitrate is typical bitrate and not the cell-edge bitrate.
* Add cell-edge bit rate requirements.
* Add requirements for low-end wearables.
* Clarify that the 5-10 ms latency requirement for safety-related sensors should be considered for UEs in RRC\_CONNECTED.

Based on the proposals listed above, the following proposals can be considered.

**Proposal 0: The peak bit rate requirements for industrial wireless sensors are assumed to correspond to LTE Cat-1bis (e.g. 10 Mbps peak bit rate in DL and UL).**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| Rapporteur (Ericsson) |  | Proposal 0 is added in ‘RedCap01a-v003-LG-Rapporteur’ based on this comment from LG in ‘RedCap01a-v002-LG’:  *ZTE, Qualcomm, Samsung, LG, Sequans, and InterDigital commented in favour of this. We propose to add a proposal for clarifications on peak rates. The proposal could be similar to the Proposal 3.*  ***The peak bit rate requirements for industrial wireless sensors are assumed to correspond to LTE Cat 1bis (e.g., 10 Mbps peak bit rate in DL and UL).***  *We think 10Mbps for IWS is a bit overkill. But, as we agreed to not consider the data below LTE Cat 1bis, we assumed 10Mpbs should be supported for all redcap devices.* |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | N (but ok) | We have 2Mbps for the industrial wireless sensor, should be good enough. It seems odd to create “fake” traffic models that may not be needed by agreeing now to cell-edge/typical/peak data rates. If needed can discuss peak data rates later for these sensors. But for evaluations, we could probably use the data rate in the SID as whatever cell-edge/cell-avg/peak rate, as the e.g. “alarm” contents should be available everywhere.  NOTE: it is weird to mix together an argument for application traffic and for the minimum reduced capability device we can study. |
| SONY | Y | We agree that the data rate for IWS devices is likely to have a maximum of about 2Mbps, but we are OK with the 10Mbps peak rate, given we agreed to not consider a data rate below LTE Cat 1bis. |
| InterDigital | Y |  |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | Y |  |
| Samsung | Y |  |

**Proposal 1: Reference bit rate is assumed to correspond to typical (i.e. median) bit rate, not cell-edge bit rate.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y |  |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | N (but ok) | See above comment on an “alarm” sensor, which may also apply to a video feed for the surveillance application. May be OK for wearables. |
| SONY | N | “Reference bit rate” meaning “median bit rate” raises too many questions.   * Median over what? Is the idea to do some SLS, work out the median SINR and then calculate a data rate? Is this saying that there are 100 codecs and the 50%-ile codec requires the “reference bit rate” * For IWSN (which quotes TS22.104), why is the median data rate equal to the maximum data rate in TS22.104 (2Mbps)? For median = maximum, don’t all devices need to be operating at the same data rate (= maximum data rate). Given that in TS22.104 there are three data rates for IWSN with service data rates of up to 1Mbps, 200kbps, 2Mbps, why is the median data rate equal to the maximum of these data rates? * For wearables, what does median bit rate is a minimum of 5Mbps in UL mean?   The literal understanding of the reference bit rates would be that these are the application bits rates. If they are the application bit rates, then they need to be supported at the cell edge (but supporting 25Mbps in the UL (for high-end video) at the cell edge looks implausible).  Maybe “reference bit rate” means something like “desired peak rate capability for the device” |
| InterDigital | Y |  |
| DOCOMO | Y | The reference bit rate does not have to be met in cell-edge |
| Intel | Y |  |
| Samsung | Y |  |

**Proposal 2: There is no need to introduce new requirements on cell-edge bit rate, as cell-edge bit rates will be determined as part of the simulation assumptions.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y |  |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y with modification to drop second half of the proposal |  |
| SONY | N | The statement “*as cell-edge bit rates will be determined as part of the simulation assumptions*” does not seem to be correct. There do not seem to be simulation assumptions in the evaluation methodology covering cell-edge bit rates (or is it that this aspect of simulation methodology will be discussed at RAN1#102e?).  If the reference bit rates are not cell-edge bit rates, we are happy to not introduce cell-edge bit rates. Cell-edge performance would then be on a best-effort basis. |
| InterDigital | Y |  |
| DOCOMO | - | We are open whether the required/target cell-edge bit rate is defined in this clause or in the simulation assumptions |
| Intel | Y | We are fine to not introduce new requirements for cell-edge data rates as long as clear data rate targets are identified as part of evaluation assumptions. |
| vivo | Y |  |
| Samsung | Y |  |

**Proposal 3: The bit rates requirements indicated for smart wearable applications are assumed to correspond to high-end applications. For low-end wearables, lower bitrates can be assumed, e.g. 2-5 Mbps reference bit rate in DL and UL and 10 Mbps peak bit rate in DL and UL.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG |  | In terms of required bit rates, the low-end wearables are similar to the sensors for IWS applications. One outstanding difference b/w the two may be the full mobility support for low-end wearables, but what about other requirements? Perhaps the low-end wearables require the battery lifetime much long than the high-end wearables? In our view, we need to further discuss the target use cases for the low-end wearables to come up with the corresponding use case specific requirements including the peak bit rates that we are trying to assume with this proposal. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | N | The SID is already bursting with things to do, RAN1 should not add a fourth use case however interesting. SID revision can be proposed in RAN. |
| SONY | N | Yes, te current requirements for wearables (10-50Mbps DL etc) seem to be for high-end wearables.  -Low-end wearables would have data rates similar to IWSN.  -A “normal” wearable might have peak UL, DL data rates of 10Mbps.  Our understanding of the peak data rate for wearables is motivated by UE being able to save power if it can sleep sooner (receive / transmit data at a high rate and then sleep sooner). In this case, RAN1 should not include devices features into Redcap that would have the effect of increasing power consumption if the goal of those features were to increase peak rates, |
| InterDigital | Y |  |
| Spreadtrum | Y | Add requirements for low-end wearables. |
| DOCOMO | Y | SID refers various types of wearable devices, i.e. not only smart watches but also rings, eHealth related devices, and medical monitoring device. In the sense, it is natural to consider low-end wearables in addition to high-end one. It is noted that even if we define such additional use case for low-end wearables, we do not have to define additional sets of UE features. In other words, it is still FFS whether only one set of UE feature may cover all the RedCap use cases. |
| Intel |  | It is not clear if the proposal is to introduce a new set/combination of QoS requirements for a new class of devices. If so, should this not be discussed as part of the SID update?  On the other hand, we could agree to such characterization as long as it is clarified that we expect that these requirements are expected to be fulfilled by the targets identified for the existing three classes. In short, we do not think we should expand the scope of the study, at least as part of the current discussion. |
| vivo | Y | Low-end wearables are very typical/popular use cases therefore should be included in Redcap study to address the market needs. We think adding low-end wearable scenario does not expand the SI scope, as the data rate requirement is very similar to industrial sensors as currently included in the study. |
| Samsung | Y |  |

**Proposal 4: For safety related sensors, latency requirements apply to traffic initiated from RRC\_CONNECTED.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y |  |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y | This type of sensor may need bigger batteries |
| SONY | Y |  |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | Y | Same as URLLC latency requirement, the latency requirement of safety related sensors applies to the UE in RRC\_CONNECTED state |
| Intel | Y |  |
| vivo | Y |  |
| Samsung | Y | In addition, we like to clarify that it is not required to support all the bullets in the same time for one use case. |

# 6 Evaluation methodology

## 6.1 Evaluation methodology for UE complexity reduction

Regarding Question 2, most responses seem to agree that the UE cost/complexity reduction evaluation methodology in TR 36.888 can be used as a starting point or baseline that can be updated to take FR1/FR2 specific aspects and technology progress into account.

**Proposal 5: Use the TR 36.888 methodology for UE cost/complexity evaluation as a starting point and determine what major updates are needed.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | Based on the methodology in TR 36.888, the differentiating factors in NR such as target peak bit rates, range of UE bandwidth, considerations on FR2, etc., can be updated. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y |  |
| SONY | Y | Furthermore, need to consider whether different cost / complexity reduction features should be applied to the different use cases (e.g. presumably video surveillance cameras wouldn’t need to implement a small form factor antenna technique targeted at wearables). |
| InterDigital | Y |  |
| Spreadtrum | Y | The major updates could be: a) Relaxed processing time/capability. b) Relaxed PDCCH monitoring capability. |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | Y |  |
| Samsung | Y |  |

One response points out that there is no specific cost reduction target (unlike when TR 36.888 was produced) and therefore precise cost estimation may not be necessary. Some responses seem to suggest that a simplified approach with only rough cost estimates may be enough. (See also the related discussion in section 7.7 in this document.)

**Proposal 6: Since there is no specific cost reduction target, cost/complexity estimation for the combinations of different complexity reduction techniques is down prioritized for this meeting.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | We would like to note that the cost reduction target can be different depending on the target use case. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y | Agree there is no specific target for any use case. This can be down-prioritized until after we have progress on the main individual techniques further. |
| SONY | Y | Complexity estimation for combinations of techniques is down prioritized in the SI, not just at this meeting. |
| InterDigital | Y |  |
| Spreadtrum | Y | For simplicity, we need to decide how many features need to be studied first and then consider the combination. |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | Y | There is no strong need to explicitly study the cost/complexity estimation for the combination of different complexity reduction techniques. However, it can be discussed for each complexity reduction technique if it may have some conflict with other techniques. However, given the very limited time, it should be de-prioritized in the whole SI. |
| Samsung | Y | OK to the proposal in general. But here is no need to make as an agreement. |

Regarding Question 3, most responses seem to agree that antenna parts should be included in the cost/complexity evaluation for FR2. Some responses list potential aspects of antenna parts or antenna-near parts, e.g. ADC/DAC, PAs, filters, beamforming network, polarization, antenna panels and antenna panel elements. A few responses want to include the antenna parts also in FR1.

Several responses propose to define separate reference modems with separate cost breakdowns for FR1 and FR2. Among the aspects that are expected to differ between FR1 and FR2 are the mentioned antenna parts and the impacts of different subcarrier spacings.

**Proposal 7: Define separate reference modems with separate cost/complexity breakdowns for FR1 and FR2.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y |  |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | N (but may be ok if reformulated) | Not sure why this is needed on top of proposal 5, which has us start with “888” and make modifications for FR1/FR2 as needed. For example. “888” can be used for FR1 with appropriate list of caveats. FR2 we can discuss in parallel additional elements as we progress antenna reduction, BW reduction etc so we have an idea of the cost when time to make recommendations. So perhaps the proposal really is whether there can be FR2 specific modifications to the 888 baseline. For that we agree (Y). |
| SONY | Y | The features of FR1 and FR2 devices seem quite different in various respects. We envisage that some devices will support FR1, but not FR2, or vice versa. Hence separate cost / complexity breakdowns seem appropriate. |
| InterDigital | Y |  |
| Spreadtrum | Y | The number of RF chains in FR2 may be less than that in FR1. |
| DOCOMO | Y | As the RF components of FR2 is quite different from those of FR1, it is preferred to define separate reference modems with separate cost/complexity breakdowns for FR1 and FR2 |
| Intel | Y |  |
| vivo | Y |  |
| Samsung | Y or N | The cost/complexity breakdowns of baseband is expected to be same for FR1 and FR 2, but RF and antenna may have some different. For baseband part, we prefer to use same cost/complexity breakdowns but allowing different percentage of each component. |

**Proposal 8: Include antenna parts at least in the cost/complexity breakdown for FR2.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y |  |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y | Can do in parallel |
| SONY | Y | Single polarized UE antenna can be an option to reduce processing in UE. |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | Y |  |

Regarding Question 4, the responses can be summarized as follows:

* **Features:** Most responses seem to agree that the reference NR device should correspond to an NR UE that supports all mandatory Rel-15 NR features including mandatory features with capability signaling. A few responses suggest including some Rel-16 features for e.g. power saving and positioning or excluding some mandatory features with capability signaling.
* **RATs:** A few responses propose that the reference device only supports one RAT, i.e. NR.
* **Bands:** Some responses propose that the reference NR devices should support a single band, whereas one response proposes that it supports multiple bands (e.g. FDD band 14 + TDD band 10).
* **Bandwidths:** Many responses propose 100 MHz for FR1 and 200 MHz for FR2. A couple of responses propose that the maximum bandwidth supported by the reference NR device should be the maximum bandwidth supported for the band, e.g. 70 MHz for FR1 FDD, 100 MHz for FR1 TDD, and 400 MHz for FR2. One response proposes that the reference NR device also supports the smaller bandwidths supported for the band.
* **Duplex modes:** One response proposes to only define reference NR devices for FR1 FDD and FR2 TDD, not for FR1 TDD, with the motivation that the cost difference between FR1 FDD and FR1 TDD can be expected to be small.
* **Antennas:** The responses mention 4Rx/2Tx, 4Rx/1Tx and 2Rx/1Tx. Some responses point to the minimum requirements in TS 38.101 and propose 4Rx/1Tx for FR1 bands {n7, n38, n41, n77, n78, n79} and 2Rx/1Tx for all other FR1/FR2 bands.
* **Power class:** A few responses propose to assume UE power class 3 (PC3).
* **Processing time:** A few responses propose to assume UE processing time capability 1.
* **Modulation:** A few responses propose that the reference NR device supports up to 64QAM in DL and UL. One of them thinks that 256QAM can also be considered in DL.
* **Access:** A couple of responses propose to clarify that access is direct DL/UL access between UE and gNB.

Furthermore, one response proposes to also define a reference NR device with 2Rx/1Tx and 20 MHz in order to have a reference NR device that matches LTE Cat-1 which was used as a reference LTE device in TR 36.888.

**Proposal 9: The reference NR device supports the following:**

* **All mandatory Rel-15 features (with or without capability signaling)**
* **Single RAT**
* **Single band**
* **Maximum bandwidth:**
  + **For FR1: 100 MHz for DL and UL**
  + **For FR2: 200 MHz for DL and UL**
* **Duplex mode:**
  + **For FR1: FD-FDD**
  + **For FR2: TDD**
* **Antennas:**
  + **For FR1 bands {n7, n38, n41, n77, n78, n79}: 4Rx/1Tx**
  + **For all other FR1/FR2 bands: 2Rx/1Tx**
* **Power class: PC3**
* **Processing time: Capability 1**
* **Modulation: QPSK to 64QAM for DL and UL**
* **Access: Direct DL/UL access between UE and gNB**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | Basically okay as it is, but including the 256QAM for DL would be helpful to at least check the potential cost/complexity reduction that can be achieved by restricting the max modulation from 256QAM to 64QAM. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y | Sierra made a very good point some practical devices may support multiple bands. Having this as a reference may be ok, but we should note where applicable that the benefits for certain techniques accumulate over all the supported bands. In some cases, baseband reductions may become less attractive. We can take this into account when making final recommendations. |
| SONY | Y |  |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | N | On the first bullet, several Rel-15 mandatory with capability signaling features has not been implemented yet, they should not be considered as supported by the reference NR devices. We suggest to only consider the “mandatory without capability signaling” features for the reference NR devices, and “mandatory with capability signaling” features should be discussed case by case.  The last bullet can be removed, there is no direct impact to the Redcap design. |
| Samsung | Partially Y | For simplification, 2Rx can be choses for FR 1 as the reference NR device. Some potential impacts can be provided for FR1 bands required to have 4Rx. |

Regarding Question 5, many responses acknowledge that there may be important benefits in terms of device size or form factor, but most responses seem to agree that there is no need to try to quantify the potential reduction in device size. Perhaps a reasonable ambition level is to mention such benefits in the TR clauses where they are most prominent, e.g. when discussing reduced number of antennas.

**Proposal 10: Potential benefits in terms of reduced device size can be mentioned where applicable in the TR (e.g. in the section on reduced number of antennas), but the SI will not aim to quantify such benefits.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | May be hard to quantify the benefits, but the compact form factor itself is one of the generic requirements that need to be achieved by all use cases. So, it deserves being mentioned in the TR. |
| Ericsson | Y | It is enough to list the potential benefits in terms of device size reduction in the existing subsections on “Analysis of UE complexity reduction” in clause 7 wherever applicable. |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y |  |
| SONY | Y | Small form factor is important. Agree that could be hard to quantify benefits of small factor. Maybe it is also hard to quantify drawbacks (e.g. due to loss of antenna efficiency). |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | Y | It is enough to mention the potential benefits in terms of reduced device size in TR |
| Intel | Y |  |
| vivo | Partially Yes | We agree to capture such the observations/benefits, but we think the antenna loss due to reduced size should be able to quantify to at least a range of values. |
| Samsung | Y |  |

## 6.2 Evaluation methodology for UE power saving

Regarding Question 6, responses generally agree that the power consumption model, scaling factors, and simulations assumptions from TR. 38.840 (section 8) can be reused. However, suitable parameter values (e.g., number of antennas, UE BW, modulation order, MIMO configurations) should be considered based on RedCap UE capabilities.

**Proposal 11: Reuse the power consumption models and scaling factors for FR1 and FR2 provided in TR 38.840 (sections 8.1, 8.2, 8.3).**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | With the modifications of the suitable parameter values mentioned above considering the use cases and requirements of the reduced capability NR devices, the evaluation methodology for UE power saving from TR 38.840 can be reused. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | OK with modification (“As appropriate, …”) | We need to be careful to stay within the scope of the SID objective for RAN1.  After RAN2 is done with these power savings objectives, perhaps we can estimate the battery life of the delay tolerant use cases (nice to have, not must have). |
| SONY | Y |  |
| InterDigital | Y |  |
| Spreadtrum | Y | TR 38.840 can be reused and some modifications (additional definitions) are needed, include: a).Power consumption scaling model for UE processing capability/timeline relaxation. b). Power consumption scaling model for PDCCH monitoring capability relaxation. c). Power consumption scaling model for modulation order restriction. |
| DOCOMO | Y |  |
| Intel | N | Power consumption models can be reused, however scaling factors that are suitable for RedCap devices may need further discussion.  For instance, for FR1, only 2Rx and 4Rx have been considered in determining the scaling factors for antenna scaling in the DL. However, we need to consider 1Rx cases for at least certain FR1 bands (cf. Proposal 22). Further, such changes could also impact the factors related to some of the other reception procedures.  Therefore, we suggest to remove “and scaling factors” from Proposal 11. |
| vivo | Partially Y | We agree to reuse the existing model as much as possible, but we think still the power model should be refined or further developed at least for the following cases   * Power comsumption scaling model for reduced BW in FR2 and further refinement (esp, the sleep model) for FR1 with BW=10/20MHz * Power consumption scaling model for UE processing capability relaxation * Further refinement of power consumpion scaling model for PDCCH monitroing capability relaxaition, i.e. #BD, #CCE * Power consumption scaling model for peak data rate restrction   In addition, in power saving SI we only consider the relative power saving gain but did not quantified the UE battery life, but in RedCap SI we have the clear battery life target therefore a way to quantify it should be developed. |
| Samsung | Partially Y | It’s not necessary to reuse everything from TR38.840 (section 8). There is no 8.3 in TR38.840..  For 8.1.1 and 8.1.2, the configuration parameters can be reused, but with updates on values to address the baseline configuration of REDCAP use cases.  For 8.1.3, only need to revisit scaling rule related to PDCCH monitoring reduction. Modification for existing scaling rule of blind decoding may be needed to provide more precise model based on the new baseline configuration. In addition, new scaling rule is needed to evaluate different UE operation from R16 PS, for example, relaxation on PDCCH processing over time duration that is larger than CORESET duration, and CORESET symbol can be larger than 2.  8.1.4 can be omitted, as no need to consider idle mode or DRX operation. No need to evaluate performance for schemes studied by RAN2, e.g. eDRX, RRM relaxation.  For 8.2, only partial of 8.2 are useful. Numerical simulation or analysis on power saving gain and latency for a single UE can be reused. No need for SLS as we focus on signal connectivity in R17. No need to reuse assumption about DRX configuration. |

**Proposal 12: The reference UE in the power saving evaluation is a RedCap UE defined by e.g. maximum UE channel bandwidth, number of Tx/Rx antennas, modulation order, PDCCH monitoring parameters and MIMO configuration. Values are FFS.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | As it seems that the evaluation of the power saving should go in parallel with that of the complexity reduction features, we may have to assume a few candidate RedCap UEs with different combinations of {e.g. maximum UE channel bandwidth, number of Tx/Rx antennas, modulation order, etc.}. To simplify things, two typical use cases (e.g., IWS and wearables, or low-end and high-end wearables) are proposed to represent the candidate RedCap UEs for evaluations. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | OK if “modulation order” is removed from list | SID already says it is a redcap UE. The e.g. list should only include examples of things that may be different for a RedCap UE than a normal UE, so cannot include “modulation order”. |
| SONY | Y | For section 8 of the TR (“UE power saving and battery life enhancement”), the reference UE should be a RedCap UE (as per this proposal).  For the 7.x.4 sections (“analysis of performance impacts”), when there is an impact on power consumption, the reference UE should be the one in Proposal 9. |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | Y |  |
| Intel | Y | For ease in drawing conclusions, prefer to define a single reference UE, perhaps per frequency range. |
| vivo | Partially Y | we agree the parameters list above should be considered, in addition, the following should be defined  -UE processing capability  -same-slot/cross-slot scheduling |
| Samsung | Y |  |

A few responses note that the according to the SID, the RAN1 focus for the UE power saving features should be relaxed PDCCH monitoring (number of BD and CCE limits).

**Proposal 13: The power saving evaluation in RAN1 focuses on the power saving from relaxed PDCCH monitoring (whereas the power saving for the SI objectives on Extended DRX and RRM relaxation is expected to be evaluated in RAN2).**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y |  |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y | Yes we stay within the SID |
| SONY | Y | There may be some impacts of extended DRX that need to be considered in RAN1, but we expect RAN2 to be the lead group on this feature. |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | - | We are generally fine to study any other PDCCH monitoring reduction techniques, but the relation with power saving WI should be carefully considered. |
| Intel | Y |  |
| vivo | No | We think in addition to relaxed PDCCH monitoring, the power saving gain of relaxed processing capability should also be studied. |
| Samsung | Y | This is already in the SID. There is no need to make an agreement here. |

Regarding Question 7, most responses agree to reuse the traffic model from TR 38.840 with proper parameters for packet size, mean inter-arrival time. One response mentions that Extended DRX parameter may need to be adjusted. Another response notes that the traffic model for connected mode can be reused.

**Proposal 14: For wearables, use the traffic model from TR 38.840 with proper modification of at least packet size and mean inter-arrival time for RedCap use cases. Values are FFS.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | Potentially with down selection from the list of traffic models. For instance, suitable traffic models can be selected per each of the target use cases. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y |  |
| SONY | Y |  |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | Y |  |
| Samsung | Y | The assumption for packet size can be determined based on UE peak rate capability (i.e. to refer Section 7.7), and inter-arrival time can be determined based on the data rate requirement for wearables (i.e. to refer Section 5). |

Regarding Question 8, responses generally agree to reuse traffic model from TS 22.104 for industrial wireless sensor use cases. Two responses suggest considering parameters of process monitoring use case in Table 5.2-2 from TS 22.104. One response suggests reusing the Mobile Autonomous Reporting (MAR) traffic mode in TR 45.820 with appropriate adjustment if needed.

**Proposal 15: For industrial wireless sensor use cases, use the traffic model from TS 22.104 (Table 5.2-2). For the relevant parameters such as message size and transfer interval, the values for the process monitoring use case are prioritized.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y |  |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y |  |
| SONY | N | The issue is that 22.104 table 5.2.2 provides some service requirements, not a traffic model. RAN1 need to be a bit more specific about a traffic model. E.g. the traffic model for the second row of Table 5.2.2. could be:   * *Periodic transmission of 25kbyte packet every 1 second*   There are three service requirements in table 5.2.2 of TS22.104. We don’t need to study three IWSN traffic models in the Redcap SI. Can we just pick one row of Table 5.2.2. of TS22.104 and decide on a single traffic model for RAN1 purposes? |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | Y |  |
| Intel | Y | Agree with SONY that we should pick one of the rows from the three sets of requirements/models from Table 5.2-2 of TS 22.104. The “Process monitoring” use case could be considered ISWN use cases. |
| vivo | Y |  |
| Samsung | - | OK to reuse TS 22.104 (Table 5.2-2). But we may not need to prioritize the use case for processing monitoring. Asset monitoring with variable packet size can be considered as well. |

## 6.3 Evaluation methodology for coverage recovery

Regarding Question 9, most responses express support for using the IMT-2020 methodology. In addition, several responses prefer to align with the CE SI, e.g. to avoid duplication of work in the two parallel SIs.

The input to mail discussion [101-e-NR-Cov-Enh] concerning link budget template also indicates that most responses favour the IMT-2020 methodology.

**Proposal 16: Base the coverage analysis on the IMT-2020 self-evaluation methodology.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y |  |
| Ericsson | Y | It should be based on the IMT-2020 methodology but go beyond it in the aspect of studying more signals/channels/messages. |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y |  |
| SONY | Y |  |
| InterDigital | Y |  |
| DOCOMO | N | CE SI will define a link budget template in the next meeting, so if the group can wait to define the template, it may be better to align with the template defined by CE SI which will be modified based on the IMT-2020 template. |
| Intel | Y |  |
| vivo | Y |  |
| Samsung | Y | The methodology should be the same as the one used in Cov\_Enh (some changes from the IMT-2020 link budget are currently discussed in Cov\_Enh SI) |

Regarding Question 10, most responses prefer to perform a complete study of all relevant DL and UL channels and/or align with the CE SI. A few responses propose that beside PDCCH/PDSCH/PUSCH/PUCCH, we should consider SSB, PRACH, message 2 PDCCH, message 2 PDSCH, message 3 PUSCH, and beam switching reliability in FR2

So far, the CE SI has not agreed on a concrete set of simulations assumptions. Based on this, two alternatives are proposed:

**Proposal 17: For coverage analysis, down select between the following options during RAN1#101e:**

1. **Align with the CE SI and perform the coverage analysis on the set of signals, channels and messages agreed to be within the scope of the CE SI.**
2. **Use a link budget approach taking all relevant DL and UL channels into account; including PSS/SSS, PBCH, PDCCH, PDSCH, PRACH, PUCCH, PUSCH, SIB1, Paging, RAR, Message-3, Message-4, and Message-5.**

|  |  |  |  |
| --- | --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Option (1/2)** | **Comments** |
| LG | Y | 2 | If we have to down select b/w the two options within this e-meeting (for which we don’t have a strong preference), we prefer Option 2.  The objective of study in terms of coverage recovery of RedCap UEs is slightly different from that of CE SI. For RedCap SI, it is to evaluate the coverage degradation due to complexity reduction (e.g., reduced number of Rx antennas, reduced UE bandwidth, etc.), while for CE SI, it is to identify bottleneck channels for coverage enhancement. For RedCap SI, we expect the DL coverage to be more significantly affected by complexity reduction than UL coverage, while for CE SI, it has been observed that PUSCH and PUCCH are potential bottleneck channels based on the IMT-2020 self-evaluation.  For RedCap SI, we prefer to take all relevant DL and UL signals and channels listed in Option 2 into account as we think most of them are affected by complexity reduction. |
| Ericsson | Y | 2 |  |
| Nokia, NSB | Y | 2 | We prefer to take relevant channels into account but are not sure whether we need to consider all different messages such as Msg3, Msg4, Msg5. |
| FUTUREWEI | N |  | Suggest we wait here for Cov Enh as any agreement we make increases the chance of deviation from that item. However, it is OK to note in the complexity reduction sections if we anticipate there could be some impact to e.g. PDCCH, random access etc from bandwidth reduction. |
| SONY | Y | 2 | As per LG comment, the complexity reduction features in the Redcap SI may affect DL coverage more than UL, hence the Redcap SI might have more of a focus on DL channels than the CE SI, where the focus seems to be on UL coverage. |
| InterDigital | Y | 2 |  |
| DOCOMO | Y | 2 | As it is still unclear which channel/signal is the bottleneck due to reduced capability, all relevant DL and UL channels/signals, such as SSB and PRACH, should also be included in the link budget evaluation |
| Intel | Y | 2 | Similar view as Nokia on need to assess some of the messages individually. |
| vivo |  | 2 |  |
| Samsung | N |  | We think that we should use the link budget template that is agreed in Cov\_Enh SI. Here we should agree which channels/signals to evaluate (which may or may not be the same channels/signals studied in the Cov\_Enh SI). The focus here should be on coverage recovery and on the analysis of at least PDCCH/PDSCH as first priority, and PUCCH/PUSCH, RAR, Msg3.  Having said that, we prefer to discuss which channels/signals later after cost reduction features have some general agreement. |

Regarding Question 11, there is support for alignment of quality targets and performance metrics with the CE SI, but several responses suggest that certain adaptations are necessary e.g. to BLER targets to accommodate a different SINR operating point compared to that assumed in the CE SI. Based on this it is suggested to await an agreement in the CE SI and continue the discussions on targeted data rates and BLER levels once that is available. In best case the CE SI will reach an agreement during the ongoing RAN1#101e meeting based on which this document can be updated.

Regarding Question 12, again, there is support for alignment of simulation assumptions with the CE SI and based on this its suggested to await an agreement in the CE SI, and hopefully resume this discussion later during RAN1#101e.

**Proposal 18: Await agreements in the CE SI regarding simulation assumptions, quality targets and performance metrics before proceeding with proposals in the RedCap SI.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | We prefer to align simulation assumptions, quality targets and performance metrics with CE SI as much as possible. Of course, some adjustment can be considered if necessary. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y | Not clear yet we need to repeat any work or simulation here, so OK to wait |
| SONY | Y | Prefer to align simulation assumptions as much as possible. |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | Y | As CE SI will define the quality targets and performance metrics in this meeting, we can await the agreement. |
| Intel | Y |  |
| vivo | Y |  |
| Samsung | Y | We want to avoid duplicate discussions here and in Cov\_Enh SI. For the coverage analysis there will be link level simulation assumptions and link budget calculation. We agree in reusing what (will be) agreed in Cov\_Enh SI, then clearly we have to do modifications regarding which channels/signals are analyzed in RedCap SI, the values of several parameters in the LLS assumptions and performance target values. |

Regarding Question 13, most responses prefer to focus on the “Hardware link budget”.

**Proposal 19: The RedCap SI determines the “Hardware link budget” following the IMT-2020 self-evaluation methodology according to the below template, where items related to the “Maximum range” have been deleted (using track changes for traceability) and the table has been adapted to support any studied signal, channel or message (not necessarily only data and control channels).**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Parameter** | | **Values** | | | |
| Scenario | |  | | | |
| Frame structure | |  | | | |
| Carrier frequency (Hz) | |  | | | |
| Transmission bit rate (bit/s) | |  | |
| Target packet error rate for the required SNR in item (19a) | |  | |
| Spectral efficiency (bit/s/Hz) | |  | |
| UE speed (km/h) | |  | |
| Feeder loss (dB) | |  | |
| **Transmitter** | | | |
| (1) Number of transmit antennas. (The number shall be within the indicated range in § 8.4 of Report ITU-R M.2412-0) | |  | |
| (1bis) Number of transmit antenna ports | |  | | | |
| (2) Maximal transmit power per antenna (dBm) | |  | | | |
| (3) Total transmit power = function of (1) and (2) (dBm) (The value shall not exceed the indicated value in § 8.4 of Report ITU-R M.2412-0) | |  | | | |
| (4) Transmitter antenna gain (dBi) | |  | | |
| (5) Transmitter array gain (depends on transmitter array configurations and technologies such as adaptive beam forming, CDD (cyclic delay diversity), etc.) (dB) | |  | | |
| (6) Channel power boosting gain or loss (dB) |  | | | |
| (8) Cable, connector, combiner, body losses, etc. (enumerate sources) (dB) (feeder loss must be included for and only for downlink) |  | | | |
| (9a) EIRP = (3) + (4) + (5) + (6) – (8) dBm |  | | | |
| **Receiver** | | | | |
| (10) Number of receive antennas (The number shall be within the indicated range in § 8.4 of Report ITU-R M.2412-0) |  | | | |
| (10bis) Number of receive antenna ports |  | | | |
| (11) Receiver antenna gain (dBi) |  | | | |
| (11bis) Receiver array gain (depends on transmitter array configurations and technologies such as adaptive beam forming, etc.) (dB) |  | | | |
| (12) Cable, connector, combiner, body losses, etc. (enumerate sources) (dB) (feeder loss must be included for and only for uplink) |  | | | |
| (13) Receiver noise figure (dB) |  | | | |
| (14) Thermal noise density (dBm/Hz) |  | | | |
| (15a) Receiver interference density (dBm/Hz) |  | | | |
| (16a) Total noise plus interference density = 10 log (10^(((13) + (14))/10) + 10^((15a)/10)) dBm/Hz | |  |
| (17a) Occupied channel bandwidth (for meeting the requirements of the traffic type) (Hz) | |  |
| (18a) Effective noise power = (16a) + 10 log((17a)) dBm | |  | |
| (19a) Required SNR (dB) | |  | |
| (20) Receiver implementation margin (dB) | |  | |
| (21a) H-ARQ gain (dB) | |  | |
| (22a) Receiver sensitivity = (18a) + (19a) + (20) – (21a) dBm | |  | |
| (23a) Hardware link budget = (9a) + (11) + (11bis) − (22a) dB | |  |

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y |  |
| Ericsson | Y | Once the link budget table is agreed the numbering can be updated.  The scenario field can be used to enter the simulated channel/signal/message. |
| Nokia, NSB | Y |  |
| FUTUREWEI | N | See answer to proposal 17. OK to agree to focus on hardware link budget (assuming that will be aligned with coverage enh SI) |
| SONY | Y |  |
| InterDigital | Y |  |
| DOCOMO | N | CE SI will define a link budget template in the next meeting, so if the group can wait to define the template, it may be better to align with the template defined by CE SI which will be modified based on the IMT-2020 template. |
| Intel | Please see comments | CE SI is still discussing whether to go with IMT-2020 or the 36.824 template and associated coverage metrics. Proposal 18 suggests we wait for CE SI on “quality targets and performance metrics”, but Proposal 19 seems to influence at least some of the modeling and coverage metrics.  Specifically, unless Proposals 19 and 20 are jointly agreed, there could be some contradiction between Proposals 18 and 19. |
| vivo | Partially Y | Agree to use “Hardware link budget” as the metric in general, the details should be aligned with CE SI. |

Several responses would in addition like to see a maximum coupling loss (MCL) calculation added to the link budget.

**Proposal 20: Add one final row supporting the calculation of the maximum coupling loss (MCL), which is defined as the total transmitted power minus receiver sensitivity, as measured at the antenna connectors, i.e. = (3) - (22a).**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y |  |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y | Also OK to wait to agree on this later |
| SONY | Y |  |
| InterDigital | Y |  |
| DOCOMO | Y | We are fine to add. On the other hand, if the group agree to use “Hardware link budget”, there may not be remarkable difference between them, since relative performance difference across channels/signals are same between them. |
| Intel | Y |  |
| vivo | N | Agree with DOCMO that having “hardware link budget” is sufficient, no strong need to have MCL as the 2nd metric. |
| Samsung | Y | We agree to add the MCL calculation. See also comment to Proposal 18. |

## 6.4 Evaluation methodology for other performance impacts

Regarding Question 14, most responses agreed that the evaluation of other performance impacts (than the ones mentioned in previous sections) can focus on data rate, latency, and coexistence with legacy UEs. Some responses wanted to clarify that data rate meant peak data rate. Several responses indicated that if e.g. problems or other issues are identified, it would be good to be able to add further metrics.

**Proposal 21: The evaluation of the other performance impacts focusses on at least peak data rate, latency, and coexistence with legacy UEs. Other performance metrics are not precluded.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | In the context of complexity/cost, the data rate that is more important is the ‘peak’ data rate, and the peak data rate and latency should be evaluated per use case as they are use case specifically defined. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | N or OK with modification | Worry about the “focusses” … maybe “may include” is better. But coexistence is another section. And not clear where the technique impacts to gNB are included. For example, if supporting 50MHz for FR2 will include some additional gNB impact to restrict the usable CORESETS, this should be included. In which section? Our previous suggestion was to have coexistence be called “compatibility and coexistence”, but open to hear where the rapporteur plans for these to be captured. |
| SONY | N | Not to forget power consumption…  We are OK with including peak data rate, latency and coexistence. However, why isn’t power consumption one of the key performance impacts? Power consumption of complexity reduction features was one of the aspects that was evaluated in the hugely well-respected TR36.888. Given that the Redcap SI clearly concerns itself with power consumption (there is a section 8 in the TR for power consumption techniques), power consumption of complexity reduction techniques should clearly be of interest.  Proposal: focus on peak data rate, latency, coexistence and power consumption. |
| InterDigital | Y |  |
| Spreadtrum | Y | Reliability also needs to be considered. |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | Partially Y | We assume power consumption is already included as one important metric? |
| Samsung | N | “Coexistence with legacy UEs” is not a performance impact, and it has a separate section in skeleton. |

# 7 UE complexity reduction features

## 7.1 Introduction to UE complexity reduction features

Sections 7.2 through 7.6 discuss the high-level topics for the main UE complexity reduction features. Combinations of these features are discussed in section 7.7.

## 7.2 Reduced number of UE Rx/Tx antennas

Regarding Question 15, the responses indicate a clear preference for studying 1Rx/1Tx and 2Rx/1Tx implementations. Beyond this there is some limited interest in supporting additional aspects related to the antenna.

**Proposal 22: For FR1, study two antenna configurations for RedCap UEs, namely 1Rx/1Tx and 2Rx/1Tx.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y |  |
| Ericsson | Y | If it is desired to take loss in antenna efficiency into consideration, then this aspect can be further discussed when we agree on the set of simulations assumptions which include antenna gain. |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y |  |
| SONY | Y |  |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | Partially Yes | Having these two antenna configurations is fine, but we think the antenna efficiency is important factor that should be seriously considered. During the 1st round of reply, multiple UE vendors (vivo/OPPO/Samsung/Apple/Sony) emphasized the importance of antenna efficiency issue due to size limitation for wearables |
| Samsung | Y |  |

Regarding Question 16, many responses indicate a clear preference for studying 2Rx/1Tx. In addition, several responses propose to include a study of 1Rx/1Tx.

**Proposal 23: For FR2, study two antenna configurations for RedCap UEs, namely 1Rx/1Tx and 2Rx/1Tx.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | We tend to prefer studying both 2Rx and 1Rx for FR2. The objective of studying both would be to check the difference b/w the two in terms of cost/complexly as well as the coverage impact, which can help making a conclusion based on the comparative study. |
| Ericsson | Y | We are ok to study 1Rx, but in FR2 we believe that support for 2Rx should be possible also for small form factor implementations. |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y | OK for now to include both |
| SONY | Y | Single polarized UE antenna can be an option. SSB polarization assumption should be clarified in evaluations (e.g. vertical). |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | Y |  |
| Samsung | - | OK to study. 2Rx/1Tx should be focused for FR 2. |

## 7.3 UE bandwidth reduction

Regarding Question 17, most responses support prioritizing 20 MHz UE bandwidth for FR1. A few responses are fine with considering 20 MHz UE bandwidth as the baseline, but also open to considering 10 MHz or other lower bandwidths. Several responses prefer to include both 20 MHz and 10 MHz in the study.

**Proposal 24: For FR1, down select between the following options during RAN1#101e:**

1. **Study only 20 MHz maximum UE bandwidth.**
2. **Study both 20 MHz and 10 MHz maximum UE bandwidths.**

|  |  |  |  |
| --- | --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Option (1/2)** | **Comments** |
| LG | Y | 2 | Prefer Option 2, with the following modification:  2. Study both 20 MHz and ~~10~~ X MHz maximum UE bandwidths. (FFS for value X b/w 5 and 10)  We basically think maximum UE bandwidth smaller than 20 MHz is useful e.g., for IWS applications in terms of cost/complexity, extended battery lifetime, etc. As there are some concerns on supporting multiple device types, we see a need to compare pros and cons of the following two approaches in the next meetings.   * Alt.1 Support the three use cases with a single device type with the maximum UE bandwidth = 20 MHz (or higher) * Alt.2 Support the three use cases with multiple device types (e.g., one with maximum UE bandwidth = 20 MHz (or higher), another with maximum UE bandwidth = 10 or 5MHz)   For the value X, take further inputs between 5 and 10 MHz for down selection in the next meetings. |
| Ericsson | Y | 1 | We do not believe 10 MHz is a good option. The CORESET#0 configuration option with 17.28 MHz bandwidth is an important configuration as it is critically important to ensure enough PDCCH capacity in the initial BWP.  We also believe that 20 MHz maximum UE bandwidth will give RedCap the best opportunity to develop a robust, healthy ecosystem, addressing a wide array of use cases in the categories of industrial sensors, wearables, video surveillance. |
| Nokia, NSB | Y | 2 | We think 10 MHz should also be studied to see whether the additional complexity reduction is worth a restriction in deployment configuration. |
| FUTUREWEI | No need to downselect, 20MHz is minimum per SID | 1 | If below 20MHz is desired it should be proposed at RAN |
| SONY | Y | 2 | But we are open to study even lower BW (SSB BW) devices and see the benefit from having such a device, especially for IWS use cases. |
| InterDigital | Y | 2 |  |
| Spreadtrum | Y | 2 | In addition, 5MHz BW @15KHz SCS may be considered. 5MHz BW are beneficial to further low cost and low power consumption. |
| DOCOMO | N | - | At first, we would like to clarify whether the assumption of those UE BWs are applicable to overall transmissions/receptions including initial access or to those only in RRC\_CONNECTED state (i.e., some other BW size ca be assumed for initial access).  It would be enough to support maximum 20 MHz UE BW to meet the required bit rate. On the other hand, as we commented in the 1st phase, when 8 ROs are FDMed with 30kHz SCS, the total BW is larger than 20MHz for initial access. If RedCap UE supports maximum 20MHz BW (i.e., maximum initial UL BWP size), the ROs outside of initial UL BWP cannot be used and hence, UE may not be able to transmit PRACH corresponding to the best SSB.  Therefore, we propose to add larger than 20 MHz (e.g. 40 MHz) UE BW for initial access for further study, or to study the solution for the above invalid RO issue if maximum 20 MHz UE BW is assumed. |
| Intel | Y | 2 | Similar view as Nokia. |
| vivo |  | 2 | The benefit provided by 10MHz BW in terms of complexity and power reduction should be studied. |
| Samsung | Y | 2 | We think 10MHz for FR1 has similar assumption as 50MHz for FR2 for SSB reception. In addition, based on some analysis 10MHz seems enough. Therefore, we propose to include 10MHz for the study. |

Regarding Question 18, many responses suggest studying both 50 MHz and 100 MHz UE bandwidth for FR2. Other proposals with support from a few responses each include study of 50 MHz only, study of 80-100 MHz only, and study of both 40-60 MHz and 80-100 MHz. Proposals with support from one response each include study of 100 MHz only, study of the range 50-100 MHz, and study of >100 MHz.

**Proposal 25: For FR2, study both 50 MHz and 100 MHz UE bandwidths.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | Both groups (50 and 100MHz maximum UE bandwidth) should be further studied. The study should involve pros and cons in terms of cost/complexity savings b/w the two and the spec/performance impact. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | N, ok for “at least 100” | OK for 100. If 50 is included then ~80 (or the smallest value that does not have the CORESET and initial access impacts) should also be included. So maybe 100 and [50-80] if include two values. |
| SONY | Y | We are open to study even lower BW (SSB BW) devices and see the benefit from having such a device, especially for IWS use cases. |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | N | Same as Proposal 24, at first, we would like to clarify whether the assumption of those UE BWs are applicable to overall transmissions/receptions including initial access or to those only in RRC\_CONNECTED state (i.e., some other BW size ca be assumed for initial access).  It would be enough to support maximum 50/100 MHz UE BWs to meet the required bit rate. On the other hand, as we commented in the 1st phase, the UE BW which supports SSB/CORESET0 multiplexing pattern 2/3 and corresponding SIB1 PDSCH should be carefully studied for initial access considering the coexistence with Rel.15/16 UEs. For SSB/CORESET0 multiplexing pattern 2 with SSB/CORESET0 SCS are 240/120 kHz, the required UE BW is larger than 100 MHz.  Therefore, we propose to add larger than 100 MHz (e.g. 200 MHz) UE BW for initial access for further study, or to study the solution for the above SSB/CORESET0 multiplexing pattern 2/3 issue if maximum 50/100 MHz UE BWs are assumed. |
| Intel | Y |  |
| Samsung | N, Ok with change 50MHz to 40~60MHz | Support the intention of the proposal in general, but we suggest to change 50MHz to 40~60MHz. And we can decide one value based on the output of a study. |

## 7.4 Half-duplex FDD operation

Regarding Question 19, many responses or propose to prioritize the HD-FDD operation type that is in LTE known as Type A. Many indicate that there is no strong motivation to study HD-FDD devices with single PLL/LO due to marginal cost saving. Almost as many responses suggest both Type A and Type B are included in the study. A few responses argue that the small cost reduction of HD-FDD cannot justify the study.

**Proposal 26: Down select between the following options during RAN1#101e:**

1. **Study only HD-FDD operation Type A.**
2. **Study both HD-FDD operation Type A and Type B.**

|  |  |  |  |
| --- | --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Option (1/2)** | **Comments** |
| LG | Y | 2 | For the device type or target use case where the cost is most critical and the required peak data rate is small, HD-FDD Type B should be taken into account. |
| Ericsson | Y | 1 | We took note that many UE companies have already indicated the cost reduction achieved by reducing the number of local oscillators from two to one is marginal. Thus, we support to only focus on Type A. |
| Nokia, NSB | Y | 2 |  |
| FUTUREWEI | Y | 1 |  |
| SONY | Y | 2 | This is a study, so we should study which of Type A or Type B is preferable before jumping to conclusions. |
| InterDigital | Y | 2 |  |
| Spreadtrum | Y | 2 | Considering the switching capability of the complexity reduced UE, the definition of HD-FDD operation type may need to be reconsidered and for different scenarios (i.e. different use cases), different HD-FDD operation types may be necessary. |
| DOCOMO | Y | 2 | We can assume HD-FDD Type A as baseline, but HD-FDD can be assumed for the use case where the device cost is critical but data rate/latency are not. |
| Intel | Y | 1 | Type A should at least be prioritized; Type B can be considered if sufficiently motivated. |
| vivo |  | 1 | Prioritize type A |
| Samsung | Y | 2 | We can decide whether to support single PLL/LO based on the output of the study on complexity analysis. |

Many responses suggest the values of DL-to-UL and UL-to-DL guard periods should be determined by RAN4.

**Proposal 27: Let RAN4 determine the values of DL-to-UL and UL-to-DL guard periods, if needed.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | For the values of guard periods required for Type A and Type B, we will probably need inputs from RAN4. |
| Ericsson |  | RAN1 can probably carry out initial analysis of the potential cost/complexity reduction before deciding whether it is necessary to involve RAN4. |
| Nokia, NSB | Y |  |
| SONY | N | RAN1 can have initial numbers and RAN4 can verify. |
| InterDigital | Y |  |
| Spreadtrum | Y | The values of DL-to-UL and UL-to-DL guard periods should be determined by RAN4, but RAN1 should study the requirements of guard period, and provide suggestion values. |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | Y |  |
| Samsung | Y |  |

## 7.5 Relaxed UE processing time

Regarding Question 20, most responses share the view that a more relaxed UE processing time capability in terms of N1/N2 compared to capability #1 should be studied, including impacts on latency, scheduling flexibility (e.g. cross-slot scheduling restriction), power saving, specifications (e.g. PDSCH/PUSCH TDRA tables), and dependency on PDCCH monitoring relaxation.

Some responses do not support the study, highlighting that it is unclear how much cost reduction can be attained and that the relaxation will impose a limitation on the application of low-latency use cases.

**Proposal 28: Study a more relaxed UE processing time capability in terms of N1/N2 compared to capability #1, including the impacts on latency and scheduling flexibility (at least qualitatively).**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | It somehow depends on the use case. For some use cases such as smart wearables with moderate or high peak data rate, the relaxation may not be needed or even not useful. However, for use cases such as low cost sensors not supporting latency-critical functions, operation with low clock speed can be beneficial in terms of cost and power consumption. For how much the benefit would be, we need to further study during the study item phase. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | N | The entire bullet can be considered as a lower priority. For the techniques that we study here, they can have the same (lower) priority. We think that relaxing the cross-slot scheduling timing is the most promising technique to study.  The SID says we study “Relaxed UE processing time” but not necessarily the introduction of a new capability. So if N1 and N2 are studied, there should be NO implication that we are studying a new processing *capability.* |
| SONY | Y |  |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | Y | It should be studied as included in the objective of the SID |
| Intel | Y |  |
| vivo | Agree to study but proposal should be updated | Agree it is an important aspect to be studied, but both benefit and performance impacts should be studied  Suggest to update the proposal as  **Proposal 28: Study a more relaxed UE processing time capability in terms of N1/N2 compared to capability #1, including the cost/complexity reduction and power saving benefit, and the impacts on latency and scheduling flexibility (at least qualitatively).** |
| Samsung | Y with additional comment | We think cross-slot scheduling and PDCCH monitoring relaxation can also be included. |

Regarding Question 21, many responses express views to study different aspects of other relaxed UE processing time. Some of them, including cross-slot scheduling, HARQ RTT relaxation, and PDCCH processing time can potentially be interpreted as being part of the proposed study on relaxed N1/N2.

Regarding CSI computation time, several responses proposed that it can be studied. It was however mentioned that there is a dependency on potential reduction of the number of UE antennas and MIMO layers.

**Proposal 29: Study relaxed CSI computation time as a complexity reduction technique through relaxed UE processing time.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y |  |
| Ericsson | Y | The relaxed CSI computation time can be studied but with lower priority compared to N1/N2 relaxation. |
| Nokia, NSB | Y | Agree with Ericsson that this should have lower priority. |
| FUTUREWEI | Y | OK to include with cross-slot scheduling, with entire objective as lower priority. See above answer. |
| SONY | Y | OK to study this, but it is not a priority for us. |
| InterDigital | Y |  |
| Spreadtrum | Y |  |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | Y | OK to study |
| Samsung | Y | With low priority and wait until the potential reduction on Rx. |

## 7.6 Relaxed UE processing capability

Regarding Question 22, most responses suggest that relaxation on peak data rate via the following techniques may be beneficial and should be studied.

* Restriction on the maximum TBS size
* Maximum modulation order restriction
* Reducing the maximum number of MIMO layers

However, a few responses note that if it is desired to address all use cases using a single RedCap UE type, then the potential for cost/complexity reduction may be limited. Furthermore, a few responses point out that the studies of reduced BW and reduced number of antennas should be prioritized before considering the peak rate relaxation that would not necessarily contribute significantly to additional cost/complexity reduction.

A few responses further suggest that it may be beneficial to relax the maximum number of supported HARQ processes, while one response notes that there are no soft buffer requirements in NR, and hence it is not clear whether it is necessary or beneficial to reduce the number of HARQ processes. Furthermore, it is pointed out that a larger number of HARQ processes may be necessary to recover throughput losses in TDD or HD-FDD operations.

A few responses also note that CA support could may be beneficial for meeting the peak data rate requirements, while one response argues that CA should not be supported.

**Proposal 30:** **Study peak data rate relaxation and focus on:**

* **Restriction on the maximum TBS size**
* **Maximum modulation order restriction**
* **Reducing the maximum number of MIMO layers**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG |  | For the support of CA mentioned above, not clear what it means if the CA is not in the list to focus on. We don’t see a clear needs for supporting CA for RedCap UEs, but see a benefit not supporting the CA in terms of cost/complexity. If the absence in the list means they are not supported, then the proposal is agreeable, but otherwise, we need to add a bullet for “Restriction on the support of CA”. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | N since “peak data rate” or “maximum TBS” are mentioned | SID is not defined, not a “blank check”. If there is any controversy, the item should be deprioritized and scope discussed in RAN.  We are only OK to include reduction in MIMO layers, and, after seeing the responses, a very specific item to consider making 64 QAM optional on the UL. (we should never say that a device cannot optionally support a feature). We are NOT ok to including the generic “peak data rate relaxation” or the specific “restriction to maximum TBS size”. We are NOT ok for any other techniques.  BW reduction will also reduce processing, and should be progressed before any study here.  These three items should not be listed under “peak data rate”: MIMO and modulation restriction may also reduce peak data rate but that is not the main reason to consider those processing relaxations. |
| SONY | Y | Also studying HARQ simplifications in general would still be preferable. |
| InterDigital | Y |  |
| Spreadtrum | Y | Reducing the maximum number of HARQ process may be considered for cost reduction purpose.  On the other hand, as well as modulation order and MIMO layer, the number of REs (RB allocation of PDSCH/PUSCH) can be defined as a separate capability. |
| DOCOMO | Y | It is noted that the proposal just says “Study”. It does not mean that the features listed above are supported and we can discuss further on the feasibility on each feature. In the sense, we are fine to study further all the three features listed above. Moreover, we also prefer to study the feasibility of the reduction of the number of HARQ processes. |
| Intel | Y | To LGE’s comment, our understanding is that we may not need to focus on CA here, with the understanding that CA could be considered for optional support for more demanding use cases with high peak rate requirements. Such an approach should be fine for the current analysis since CA is anyway an optional feature for R15 NR UEs.  On number of HARQ processes, with the decoupling of Rx side softbuffer requirements and # of HARQ processes, the benefits from reducing # of HARQ processes do not seem to be substantial. |
| vivo | The proposal is not a complete list | We think the reduced number of HARQ process is missing |
| Samsung | N | First of all, there is no peak data rate target, and it is not one solution for cost reduction.  Secondly, there is no need to study “restriction on max TBS”. Combining with BW and Rx reduction, the gain is not expected to be large. |

Regarding Question 23, several responses indicate that processing capability relaxation based on CSI measurement/feedback/reporting relaxation for FR1/FR2 and beam management simplification for FR2 should be studied.

However, many responses also think that further UE processing capability relaxations are not needed or that such studies should have low priority.

**Proposal 31: Study of CSI measurement/feedback/reporting relaxation for FR1/FR2 and beam management simplification for FR2 is not prioritized.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | We have a view that those techniques mentioned above are somehow optimizations on top of the major factors in terms of cost/complexity and whether those optimizations are needed or not is somehow dependent upon the target use cases and whether they are supported via a single device type or multiple device types. We are open to study them but, also agree they are not prioritized for the moment. |
| Ericsson | N | We would like to at least study beam management simplification for FR2 (but with lower priority than peak rate relaxation). |
| Nokia, NSB | N |  |
| FUTUREWEI | TBD | Should see the outcome of the MIMO WI work on FR2. As above, nothing has been agreed for this objective and the entire objective can be deprioritized. |
| SONY | N | We see no point in excluding this at least for FR2. |
| InterDigital | N |  |
| DOCOMO | Y | We are open to study but with low priority |
| Intel | N | We believe there is considerable room for these features towards simplification and thus, should not be deprioritized at this stage.  In addition to CSI feedback and beam management related simplifications, we think the following should also be studied:   * Restricting UL waveform to DFT-S-OFDM only * Simplifications to LDPC for PDSCH/PUSCH, e.g., use of BG2 only for RedCap NR UEs can help significantly with decoder complexity * Other baseband simplifications, like simultaneous reception requirements, rate-matching requirements, etc. |
| vivo |  | Can be considered if time permits. |
| Samsung | Y | Rel-17 MIMO will have some enhancements including beam management. Therefore, it is not preferred to study in RedCap SI. |

## 7.7 Combinations of UE complexity reduction features

Regarding Question 24, several responses express a preference to postpone this discussion to e.g. first gain an understanding of the individual cost reducing techniques. Based on this it is suggested to come back to this topic at the next meeting. (See also the related discussion in section 6.1 in this document.)

**Proposal 32: Discussion on combinations of UE complexity reduction features is down prioritized till the next meeting.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | Agree on the introductory remarks. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y | Like proposal 6: This can be down-prioritized until after we have progress on the main individual techniques further. |
| SONY | Y | This “complexity combination” activity didn’t provide much insight in 36.888 and consumed time. |
| InterDigital | Y |  |
| Spreadtrum | Y | Same comments as to proposal 6: “For simplicity, we need to decide how many features need to be studied first and then consider the combination.” |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | Y | This should be low priority for the SI |
| Samsung | Y | It is too early to discuss this. |

# 8 UE power saving and battery lifetime enhancement

## 8.1 Reduced PDCCH monitoring

Regarding Question 25, several responses discuss various techniques for reducing the number of blind decodes and CCEs including reduction of: 1) the number of different DCI sizes (i.e., DCI size budget), 2) number of ALs and PDCCH candidates, 3) number of search spaces and CORESETs monitored by UE, and 4) defining BD/CCE limits per extended span gap (e.g., multi-slot). A few responses request a clarification of whether limiting the BD and CCE by configuration is not enough.

Regarding Question 26, based on the responses from the responses, the impact of BD and CCE limits reduction at least on the PDCCH blocking probability should be studied. In addition, the impact on the latency (for latency-sensitive use cases, e.g., safety-related sensors) and scheduling flexibility can be studied.

**Proposal 33: Study the impact of BD and CCE limits reduction on PDCCH blocking probability (quantitatively) and resulting impacts on latency and scheduling flexibility (at least qualitatively).**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | Y | For adoption of the techniques listed above, the performance impact (e.g., increase in the PDCCH blocking probability) should be taken into consideration. |
| Ericsson | Y |  |
| Nokia, NSB | Y |  |
| FUTUREWEI | Y |  |
| InterDigital | Y |  |
| Spreadtrum | Y | For now, it is unclear how much power saving gain we can get by reducing the number of BD and CCE, we need to consider those impacts on the basis of power saving gain. |
| DOCOMO | Y |  |
| Intel | Y |  |
| vivo | Agree to study but the proposal should be updated | Agree to study but both benefit and performance impacts should be studied.  Suggest to update the proposal as following  **Proposal 33: Study the cost/complexity and power saving benefit of relaxing BD and CCE limits and the performance impact including PDCCH blocking probability (quantitatively) ~~and resulting impacts on latency~~ and scheduling flexibility (at least qualitatively).** |
| Samsung | Y | We see no need to make this agreement before starting the work although we don’t disagree.  This should be part of the evaluation methodology for UE power saving based on reduction on PDCCH monitoring. |

Regarding Question 27, there does not seem to be consensus that any other techniques for relaxed PDCCH monitoring than smaller numbers of blind decodes and CCE limits should be studied for UE power saving.

**Proposal 34: Study of other techniques for relaxed PDCCH monitoring than smaller numbers of blind decodes and CCE limits for UE power saving is not prioritized.**

|  |  |  |
| --- | --- | --- |
| **Company** | **Agree (Y/N)** | **Comments** |
| LG | N | We prefer not to prioritize among techniques we will study during the SI phase. Having a discussion on prioritization at the end of the SI, with the study results, is preferred. Furthermore, the scope of the “other techniques for relaxed PDCCH monitoring than smaller numbers of blind decodes and CCE limits” are not clear enough which may be controversial after prioritization anyway. |
| Ericsson | Y | In our view, the focus should be on studying BD and CCE limits reduction, which is also mentioned in the SID. In order to study other PDCCH relaxation techniques, there need to be a clear justification and benefit. Moreover, given the limited time, it may not be feasible to study various potential techniques for PDCCH relaxation. |
| Nokia, NSB | Y | We should first focus only on BD and CCE limits reduction per SID. |
| FUTUREWEI | Y | Not only not prioritized, they are not in the SID. Can update SID later if want to include more. |
| InterDigital | Y |  |
| Spreadtrum | N | The number of different DCI sizes (i.e., DCI size budget) should be also considered. |
| DOCOMO | Y |  |
| Intel | N | As captured in Proposal 33, the impact on PDCCH blocking due to reduction in BD/CCE limits should be studied. Consequently, at least techniques that help justify feasibility of such relaxed requirements by mitigating the adverse impact to overall system efficiency should not be precluded at this stage.  Additionally, we support the suggestion from Spreadtrum for the consideration of reduced number of DCI format sizes. |
| vivo | N | In our view, the following should be studied for reduced PDCCH monitoring   * Reduced number of configurable CORESET per BWP. * Reduced number of configurable search space per BWP. * Reduced number of CCE per slot * Reduced number of BD per slot * Reduced DCI size budget. * Dynamic adaptation of PDCCH monitoring |
| Samsung | Y | The SID objective is clearly the first priority. We are open to consider other techniques if time allows. |

# 9 Other comments

Comments that do not fit in any of the previous sections of this document can be provided in this section. Note that the TR skeleton is discussed in a separate email discussion [101-e-NR-RedCap-Skeleton].

|  |  |
| --- | --- |
| **Company** | **Comments** |
| LG | We have three main use cases which need to be supported but are quite diverse in terms of required peak data rates, battery life, mobility, etc. During the study item phase, in our view, the discussion on UE maximum bandwidth of the reduced capability NR devices is urgent and should be studied based on the required peak data rate per each use case. Based on that or in parallel with the discussion on that, whether the three main use cases should be supported via a single device type or multiple device types can be discussed based on the pros and cons in terms of cost/complexity, spec impact, NR coexistence, and so on.  We tend to think the need for more device types will probably be getting bigger along with increasing market based on NR system, so our standardization framework for redcap devices should somehow minimize the shocks and stresses of future introduction of more devices types optimized for some popular use cases. |
| Ericsson | Regarding the number of RedCap UE types, we hope that the most basic RedCap UE type will be able to address most of the targeted use cases. However, we are open to consider the possibility to be able to add optional UE capabilities (e.g. MIMO or CA) on top of this basic RedCap UE type in order to address the more advanced use cases (e.g. high-end wearables). It is probably too early to try to reach conclusions on the definitions of these UE types/capabilities already at this very first meeting in the study item. |
| FUTUREWEI | The rapporteur should be commended for the large amount of material covered in this discussion. However we need to take great care to be able to progress the most important aspects as time is limited, especially during the COVID-19 pandemic where meetings are less efficient. Care should be taken not to exceed the scope of what we have in the SID, and “nice to have” aspects should be deferred as we progress the big ticket aspects. We do not want to see something akin to an MTC study in rel-11 (rel-17 here) and then the work finally completing in Rel-13 (rel-19 here). The amount of coverage compensation will be less as we are not LPWA, but we have FR2, size considerations, power considerations, three use cases, etc etc.  If needed, we can ask RAN to clarify the scope or objectives. |
| Intel | Views copied from previous round:  A single type of RedCap NR UEs should be pursued. Further separation via support of certain optional UE features should be considered to realize a scalable framework. Considering this is the first release for RedCap NR UEs, care needs to be taken to ensure that we design a future-proof and scalable framework that can adapt further based on particular use cases identified in the future.  In terms of the capability framework, the current capability reporting framework in NR should be maximally reused. Also, related to reference UE model and also when considering relaxations to UE processing capabilities, focus on features that are mandatory in Rel-15 and Rel-16. The only exception would be for any optional feature(s) that can be beneficial if optionally supported by some RedCap use cases (e.g., DL CA, DL SPS, UL CG PUSCH, etc.), and those that may need to be adapted for support by RedCap NR UEs. |
| vivo | There are battery life requirement for industrial sensors and wearables, it is not clear what the plan for the battery life evaluation is. We understand this is not an easy task but as it is clearly stated in the SID, it seems necessary to have some study on it. |
|  |  |
|  |  |
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