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ITU-T RECOMMENDATION Q.2632.1

INTERWORKING BETWEEN AAL TYPE 2 SIGNALLING PROTOCOL CAPABILITY
SET 2 AND IP CONNECTION CONTROL SIGNALLING PROTOCOL CAPABILITY SET
1

Summary

This Recommendation describes the interworking between the AAL type 2 Signalling Protocol and
the IP Connection Control Signalling Protocol. This Recommendation describes the mapping tables
and diagrams which support interworking between the two protocols for call set-up, modification
and clear down.

Source

ITU-T Recommendation Q.2632.1 was revised by ITU-T Study Group 11 (2001-2004) and was
approved under the WTSC Resolution No. 1 procedure on XXXXXXXXXXXXXX.
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Recommendation Q.2632.1

INTERWORKING BETWEEN
AAL TYPE 2 SIGNALLING PROTOCOL CAPABILITY SET 2
AND
IP CONNECTION CONTROL SIGNALLING PROTOCOL CAPABILITY SET 1

1 Scope

This ITU-T Recommendation defines the interworking relationship between the AAL type 2 Signalling Protocol
Capability Set 2 and the IP Connection Control Signalling Protocol. For the purpose of this interworking, AAL type 2
Signalling is defined in ITU-T Recommendation Q.2630.2!" and subject to restrictions stated in TRQ.2800"%.. For the
purpose of this interworking, |P Connection Control signalling is defined in ITU-T Recommendation Q.2631.12.

The interworking between the above two signalling protocols typically may occur in 3GPP UTRANs with AAL type 2
and I P network portions connected via an Interworking Unit.

The objective of this I TU-T Recommendation is to specify the interworking between the AAL type 2 protocol and the |P
Connection Control Signalling protocol.

Interworking is shown as message arrow diagrams. The diagrams included represent a sample of typical situations.
Mapping tables are provided to define the relationship between AAL type 2 protocol messages and parameters, on the
one hand, and IP Connection Control Signalling protocol messages and parameters on the other hand.

Tables are provided for each AAL type 2 message that maps onto an | P Connection Control message. These tables also
specify the mapping of parameters, which are carried by the concerned messages.

Parameters that are of local significance only, i.e. are not mapped onto parametersin the other signalling system, are not
shown.

The arrow diagrams used in this Recommendation show the message movement for interworking the bearer control
protocols of AAL type 2 signalling and IP Connection Control signalling. The working inside of the exchanges will not
be shown, but rather the external stimulus to the exchange only (see Figures 1 and 2).

AAL Type 2 node WU IPC Service Endpoint

incoming AAL Type 2 signalling outgoing |PC signalling message
message g i
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Figure 1/Q.2632.1 — AAL type2to I PC signalling interworking

AAL Type 2 node wWu IPC Service Endpoint

_outgoing AAL Type 2 signalling __ incoming IPC signalling message
N message N

Figure 2/Q.2632.1 — I PC to AAL type 2 signalling interworking

2 References

21 Nor mative Refer ences

Thefollowing ITU-T Recommendations and other references contain provisions, which, through reference in this text,
constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All
Recommendations and other references are subject to revision; all users of this Recommendation are therefore
encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other
references listed below. A list of the currently valid ITU-T Recommendationsis regularly published.

The reference to a document within this Recommendation does not give it, as a stand-al one document, the status of a
Recommendation.

[1] ITU-T Recommendation Q.2630.2 (2001) - AAL type 2 Signalling Protocol Capability Set 2
[2] ITU-T Recommendation Q.2631.1 (2003) - IP Connection Control Signalling Protocol Capability Set 1

22 Bibliography

[3] ITU-T Technical Report TRQ.2800 - Transport Control Signalling Requirements — Signalling Requirements
for AAL type 2 to IP Interworking Capability Set 1
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3 Abbreviations

This Recommendation uses the following abbreviations:

3GPP 3" Generation Partnership Project

A2EA AAL type 2 Service Endpoint Address

A2IP AAL type2-IP

AAL ATM Adaptation Layer

AAL2 AAL type?2

ATM Asynchronous Transfer Mode

BLC Block Confirm Message

BLO Block Request Message

CAU Cause Parameter

CEID AAL type 2 Connection Element Identifier

CFN ConFusioN Message

CPS (AAL type 2) Common Part Sublayer

DEAE Destination Endpoint E.164 Address

DEAX Destination Endpoint X.213 Address

ECF Establish Confirm Message

ERQ Establish Request Message

ESEA Destination E.164 Service Endpoint Address Parameter
HBx Header bit rate associated with x

IP Internet Protocol

IPC I P Connection Control

IPHL Tota length of the header of an IP packet

IPQOS IP Quality of Service parameter

IPTT IP Transport Type parameter

IWu Interworking Unit

LC (AAL type 2) Link Characteristics Parameter

MAX Maximum function

MIN Minimum function

MOA Modification Acknowledge message

MOD Modification Request message

MOR Modification Reject message

MSLC Modify Support for Link Characteristics Parameter
MSSSI Modify Support for SSCS Information Parameter
MSTC Modify Support for IP Transfer Capability Parameter
NSEA Destination NSAP Service Endpoint Address Parameter
PLC Preferred Link Characteristics Parameter

PSSCS Preferred SSCS Information Parameter

PSSIAE Preferred Service Specific Information (Audio Extended) Parameter
PSSIME Preferred Service Specific Information (Multirate Extended) Parameter
PT Path type Parameter

PTC Preferred IP Transfer Capability

PTC-DBW Dedicated Bandwidth Preferred | P Transfer Capability
PTC-SBW Statistical Bandwidth Preferred | P Transfer Capability

REL Release Request Message
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RES Reset Request Message

RLC Release Confirm Message

RSC Reset Confirm Message

SAR Segmentation and Reassembly (Sublayer)

SDU Service Data Unit

SSCS Service Specific Convergence Sublayer

SSIA Service Specific Information (Audio) Parameter

SSIAE Service Specific Information (Audio Extended) Parameter
SSIM Service Specific Information (Multirate) Parameter
SSIME Service Specific Information (Multirate Extended) Parameter
SSISA Service Specific Information (SAR-assured) Parameter
SSIsU Service Specific Information (SAR-unassured) Parameter
SSSAR Segmentation and Reassembly Service Specific Convergence Sublayer
SUCI Served User Correlation ID Parameter

SUGR Served User Generated Reference Parameter

SUT Served User Transport Parameter

TC IP Transfer Capability

TC-DBW Dedicated Bandwidth IP Transfer Capability
TC-SBW Statistical Bandwidth IP Transfer Capability

TCl Test Connection Indication Parameter

UBC Unblock Confirm Message

UBL Unblock Request Message

UTRAN UMTS Terestria Radio Access Network

4 General statementson interworking

. No ATM or AAL type 2 specific parameters defined for AAL type 2 signalling will be carried in the IP
Connection Control signalling.

. No IP specific parameters defined for 1P Connection Control signalling will be carried in the AAL type 2
signaling.

. All AAL type 2 and all IP Connection Control messages carry message compatibility information.

. All AAL type 2 and al IP Connection Control parameters carry parameter compatibility information.

. Through-connection in the IWU will occur immediately after either the AAL type 2 or the IP Connection
Control signalling sends the Establish Request Message (ERQ).

. According to TRQ.2800™ interworking is specified for AAL type 2 signalling with SSCS support restricted to
SSSAR unassured. Therefore reception of any of the parameterslisted in Table 1 at the IWU shall lead to the
behaviour as specified there.

Furthermore none of these parameters shall be generated at the IWU in AAL type 2 signalling messages.
Table 1/Q.2632.1 — List of not supported AAL type 2 parameters
AAL type 2 parameter Action on Reception
AAL type 2 side IPside

MSSS! in ERQ and ECF messages | Discard parameter, do not send As specified in clauses 5.1.1 and 5.2

notification

PSSIAE in ERQ message Discard parameter, do not send As specified in clause 5.1.1

notification

PSSIME in ERQ message Discard parameter, do not send As specified in clause 5.1.1

notification
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SSIAE in ERQ message

Release connection, do not send
notification

SSIA in ERQ message

Release connection, do not send
notification

SSIME in ERQ message

Release connection, do not send
notification

SSIM in ERQ message

Release connection, do not send
notification

SSISA in ERQ message

Release connection, do not send
notification

SUCI in MOD and MOA messages

Discard parameter, do not send
notification

As specified in clauses 8.1.1 and 8.2

NOTE — These parameters are not shown in the mapping tables.
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5 Successful connection set-up
51 Mapping of the Establish Request M essage
511

AAL Type 2 node

ERQ

Connection Establishment initiated from the AAL type 2 Networ k

wu

IPC Service Endpoint

> ERQ >

Figure 3/Q.2632.1 — ERQ from AAL type 2 network

Table 2/Q.2632.1 — Mapping of ERQ parameters (ERQ initiated from AAL2)

Incoming AAL type2 ERQ Outgoing IPC ERQ

ESEA (Note 1) DEAE (Note 2)

NSEA (Note 1) DEAX (Note 2)

LC TC (Note 3)

PLC PTC (Note 3)

MSLC MSTC

SSIsU (Note 3)

SUGR SUGR

SUT SUT

TCI Not carried

PT Not carried (Note 4)
IPQOS (Note 4)
IPTT (Note5)

NOTE 1 — Only one of these parametersis present.

NOTE 2 — Only one of these parametersis present. Vaues may be taken unchanged or with format conversion (E.164 to
NSAP, NSAP to E.164) or derived by address trandlation with and without format change from the received ESEA or

NSEA parameter.

NOTE 3—-TC and PTC are of the form of a Dedicated Bandwidth or Statistical Bandwidth IP Transfer Capability.

Appendix | gives guideline for the derivation of these parameters.
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NOTE 4 — The PT value may be taken into account to derive the value of this parameter.

NOTE 5 — The value of this parameter may de determined from administrative settings and/or routing decisions.

5.1.2 Connection Establishment initiated from the | P Network

AAL Type 2 node

ERQ

Iwu IPC Service Endpoint

ERQ

A

A

Figure 4/Q.2632.1 — ERQ from I P networ k

Table 3/Q.2632.1 — Mapping of ERQ parameters (ERQ initiated from I P)

Outgoing AAL type2 ERQ

Incoming IPC ERQ

ESEA (Note 2) DEAE (Note 1)
NSEA (Note 2) DEAX (Note 1)
LC (Note 3) TC (Note 4)
PLC (Note 3) PTC (Note 4)
MSLC MSTC

SSISU (Note 3) Not carried
SUGR SUGR

SUT SUT

TCI (Note 6)

PT (Note5)

Not carried IPQOS

Not carried IPTT




-13-
TD 18 (PLEN)

NOTE 1 — Only one of these parametersis present.

NOTE 2 — Only one of these parametersis present. Values may be taken unchanged or with format conversion (E.164 to
NSAP, NSAP to E.164) or derived by address trandation with and without format change from the received DEAE or
DEAX parameter.

NOTE 3 — Appendix | gives guideline for the derivation of these parameters.

NOTE 4—TC and PTC are of the form of a Dedicated Bandwidth or Statistical Bandwidth IP Transfer Capability.
NOTE 5 — The IPQOS value may be taken into account to derive the value of this parameter.

NOTE 6 — TCI shall not be generated by the IWU. Only listed for completeness.

52 M apping of the Establish Confirm M essage

AAL Type 2 node wu IPC Service Endpoint

ECF . ECF >

Figure 5/Q.2632.1 — ECF from AAL type 2 network
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AAL Type 2 node wu IPC Service Endpoint

« ECF < ECF

Figure 6/Q.2632.1 — ECF from I P networ k

Table 4/Q.2632.1 — Mapping of ECF parameters

Incoming/Outgoing AAL type2 ECF Outgoing/Incoming | PC ECF

MSLC

MSTC
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6 Unsuccessful Connection set-up

6.1 Mapping of the RLC message

AAL Type 2 node wu IPC Service Endpoint

|

RLC RLC

v
v

Figure 7/Q.2632.1 — RL C from AAL type 2 network

AAL Type 2 node wu IPC Service Endpoint

RLC RLC

A
A

Figure 8/Q.2632.1 — RL C from I P network
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Table 5/Q.2632.1 — Mapping of RLC parameters

Incoming/Outgoing AAL type2 RLC Outgoing/Incoming IPC RLC

CAU (Note 1, Note 2) CAU (Note 1, Note 2)

NOTE 1 — Cause values received at the IWU that are unique to the network portion where they are generated, i.e.
unknown in the other network portion, shall be mapped to “Normal, unspecified”.

NOTE 2 — If Cause parameters are received containing compatibility information the cause value shall be mapped to
“Normal unspecified” and the diagnostics shall be discarded.

7 Connection release

In AAL type 2 signalling the Connection Establishment procedures show an end-to-end behaviour, whereas the
Connection Release procedures are of alink-by-link characteristic. The A2IP Interworking Unit simulates these
principles; i.e. the A2IP IWU behaves from the point of view of the AAL type 2 network portion like an AAL type 2
switch.

Guided by this principle a Connection Release procedure will be handled by the A2IP IWU in the following manner:

AAL2/IP V] IP/AAL2

Ore.
) (®DrLec (@ reL R
« Ore

Figure 9/Q.2632.1 — General Release handling

The REL message (1) causes the REL message (2) and the RLC message (3) to be sent. Thereisno time or logical
correlation between (2) and (3) or between (3) and (4).
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7.1 Mapping of the REL message

AAL Type 2 node wu IPC Service Endpoint

REL . REL >

Figure 10/Q.2632.1 — REL from AAL type 2 network

AAL Type 2 node wu IPC Service Endpoint

REL REL

A
A

Figure 11/Q.2632.1 — REL from IP network

Table 6/Q.2632.1 — Mapping of REL parameters

Incoming/Outgoing AAL type 2 REL Outgoing/Incoming |PC REL
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CAU (Note 1, Note 2)

CAU (Note 1, Note 2)

NOTE 1 — Cause values received at the IWU that are unique to the network portion where they are generated, i.e.
unknown in the other network portion, shall be mapped to “Normal, unspecified”.

NOTE 2 — If Cause parameters are received containing compatibility information the cause value shall be mapped to
“Normal unspecified” and the diagnostics shall be discarded.

7.2 Mapping of the RLC message

Thereis no interworking of RLC messages at connection release.

A RLC message that is received in response to a REL message which has been initiated in the IWU due to areset
procedure in the other network portion (see Section 10) shall not be interworked.

NOTE — Interworking of RLC messages takes place if and only if the RLC message is received as negative
acknowledgement to an ERQ message in case of unsuccessful connection set-up (see Section 6.1)

8 Successful M odification

8.1 Mapping of the MOD message

8.1.1 Moadification initiated from the AAL type 2 network

AAL Type 2 node

MOD

wu IPC Service Endpoint

> MOD .

Figure 12/Q.2632.1 —MOD from AAL type 2 network

Table 7/Q.2632.1 — Mapping of MOD parameters (MOD initiated from AAL 2)

Incoming AAL type2 MOD

Outgoing IPC MOD

LC

TC (Note 1)
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Incoming AAL type2 MOD Outgoing IPC MOD

NOTE 1—-TC s of the form of a Dedicated Bandwidth or Statistical Bandwidth IP Transfer Capability. Appendix | gives
guideline for the derivation of this parameters.

8.1.2 Maodification initiated from the | P network

AAL Type 2 node wu IPC Service Endpoint

MOD MOD

A
A

Figure 13/Q.2632.1 —MOD from I P network

Table 8/Q.2632.1 — Mapping of MOD parameters (MOD initiated from | P)

Outgoing AAL type2 MOD Incoming IPC MOD

LC (Notel) TC (Note 2)

NOTE 1 — Appendix | gives guideline for the derivation of this parameter.
NOTE 2 —-TC isof the form of a Dedicated Bandwidth or Statistical Bandwidth IP Transfer Capability.
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8.2 Mapping of the MOA message

AAL Type 2 node wu IPC Service Endpoint

MOA . MOA >

Figure 14/Q.2632.1 — M OA from AAL type 2 network

AAL Type 2 node wu IPC Service Endpoint

MOA MOA

A
A

Figure 15/Q.2632.1 — M OA from I P network

Table 9/Q.2632.1 — Mapping of MOA parameters

Incoming/Outgoing AAL type2 M OA Outgoing/Incoming |PC MOA
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- (Note 1)

- (Note 1)

NOTE 1 —MOA messages carry no parameters requiring interworking.

9 Unsuccessful M odification

91 Mapping of the MOR message

AAL Type 2 node

MOR

wu IPC Service Endpoint

|

MOR

v

v

Figure 16/Q.2632.1 — M OR from AAL type 2 network

AAL Type 2 node

MOR

Iwu IPC Service Endpoint

< MOR
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Figure 17/Q.2632.1 — M OR from I P networ k

Table 10/Q.2632.1 — Mapping of MOR parameters

Incoming/Outgoing AAL type2 MOR Outgoing/Incoming IPC MOR

CAU (Note 1, Note 2) CAU (Note 1, Note 2)

NOTE 1 — Cause values received at the IWU that are unique to the network portion where they are generated, i.e.
unknown in the other network portion, shall be mapped to “Normal, unspecified”.

NOTE 2 — If Cause parameters are received containing compatibility information the cause value shall be mapped to
“Normal unspecified” and the diagnostics shall be discarded.

10 Reset

10.1 Resetinitiated in AAL type 2/ 1P network
In AAL type 2 signalling the Reset procedures are confined to two adjacent nodes.
Guided by this principle a Reset procedure will be handled by the A2IP IWU in the following manner:

AAL Type 2 node IwWu IP Service Endpoint

(Wres R
« (®rsc (@ reL
: (9 rLc

v

There may be several REL sequencesinitiated
by the A2IP IWU depending on the scope of the
RES and the number of connections affected

Figure 18/Q.2632.1 — General Reset handling

Reception of the RES message (1) causes the REL message (2) and the RSC message (3) to be sent. Thereis no time or
logical correlation between (2) and (3) or between (3) and (4).

The handling is analogous in cases where the RES is received from the | P network portion or generated by the IWU.
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10.1.1 Reset initiated in AAL type 2 network

AAL Type 2 node wu IPC Service Endpoint

RES REL

v
v

Figure 19/Q.2632.1 — RES from AAL type 2 network

Table 11/Q.2632.1 — M apping of RES parameters

Incoming AAL type2 RES Outgoing IPC REL (Note 3)

(Note 1) CAU (Note 2)

NOTE 1 — RES messages carry no parameters requiring interworking
NOTE 2 — Cause value set to “ Temporary failure”

NOTE 3 —If the RES applies to one or more AAL type 2 paths affecting several active connections, a REL message for
each of these connections shall be generated at the IP side.

10.1.2 Reset initiated in | P network
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AAL Type 2 node wu IPC Service Endpoint

« REL < RES

Figure 20/Q.2632.1 — RES from | P network

Table 12/Q.2632.1 — Mapping of RES parameters

Outgoing AAL type2 REL Incoming |PC RES (Note 3)

CAU (Note 2) (Note 1)

NOTE 1 — RES messages carry no parameters requiring interworking
NOTE 2 — Cause value set to “ Temporary failure”

NOTE 3 — If the RES affects severa active connections, a REL message for each of these connections shall be generated
at the AAL type 2 side.

10.2 Reset initiated by the IWU

In analogy to the Reset handling in AAL type 2 signalling a Reset procedure initiated by the IWU shall be handled
according to Figure 21/Q.2632.1:
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AAL2 /1P WU IP/AAL2

o Ores o

v

(Drsc A @ Ric

<

There may be several REL sequencesinitiated
by the A2IP IWU depending on the scope of the
RES and the number of connections affected

Figure 21/Q.2632.1 — General IWU initiated Reset handling

Sending of the RES message (1) causes the REL message (2) to be sent.
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10.2.1 Reset towardsthe AAL type 2 network

AAL Type 2 node Iwu IP Service Endpoint

RES REL

A

v

Figure 22/Q.2632.1 — REStowards AAL 2 network

Table 13/Q.2632.1 — Mapping of RES parameters

Outgoing AAL type2 RES Outgoing IPC REL (Note 3)

CAU (Note 2) (Note 1)

NOTE 1 — RES messages carry no parameters requiring interworking
NOTE 2 — Cause value set to “Temporary failure”

NOTE 3 - If the RES affects several active connections, a REL message for each of these connections shall
be generated at the IP side.




10.2.2 Reset towardsthe P network

AAL Type 2 node

REL
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wu

IP Service Endpoint

RES

Figure 23/Q.2632.1 — RES towards | P network

Table 14/Q.2632.1 — M apping of RES parameters

Outgoing AAL type 2 REL

Outgoing IPC RES (Note 3)

CAU (Note 2)

(Note 1)

NOTE 1 — RES messages carry no parameters requiring interworking
NOTE 2 — Cause value set to “Temporary failure”
NOTE 3 - If the RES affects several active connections, a REL message for each of these connections shall

be generated at the AAL2 side.

11 M essages requiring no I nterworking

11.1  AAL type 2 messages

The following AAL type 2 messages are not interworked when received at the IWU: CFN, RSC, BLO, BLC, UBL, and

UBC.
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AAL Type 2 node wu IPC Service Endpoint
CFN/RSC/BLO/

BLC/UBL /UBC >

N

Figure 24/Q.2632.1 —-AAL type 2 messages without interworking

11.2  1PC messages
The following IPC messages are not interworked when received at the IWU: CFN, RSC.

AAL Type 2 node wu IPC Service Endpoint

CEN/RSC

Figure 25/Q.2632.1 - PC messages without interworking
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APPENDIX |

Interworking of AAL type 2 Link Characteristicsand SSI SU parameterswith IPC | P
Transfer Capabilities

.0 Guiddines and Definitions

This Appendix provides rules for conversions between LC-type and TC-type parameters. In some cases explicit
expressions are defined that allow computing outgoing parameter values based on incoming parameter values. These
expressions should be understood as formal in the sense that

- they do not request by themselves the existence of certain parameters neither incoming nor outgoing,
- they do not overrule constraints of any type that are defined within any of the interworked protocols.

Due to the modification capability of both interworked protocols situations may arise where parameters are received in

aModification Request message that contain in part identical values compared to those that are already in operation for
the part of the network where from the modification is received. Here application of the conversion rules might lead to

an “artificial” alteration of connection parameters in the other network part. In order to avoid these artificial alterations
the corresponding values already in operation in the succeeding network portion shall be used.

This shal beillustrated with an example:

For an established connection the IP side wants to modify only the token bucket sizes. Therefore aMOD message is
sent that contains identical bit rates and maximum packet sizes compared to those that are in use for the IP part of the
connection and new token bucket size values. In this case the MOD message generated by the A2IP IWU for the AAL
type 2 network shall contain an Link Characteristics parameter with valuesidentical to those already in usein the AAL
type 2 network portion for this connection.

For the purpose of this Appendix the following shorthand notation shall be used (tables 1-1/Q.2632.1 to 1-5/Q.2632.1)

Table 1-1/Q.2632.1

L C parameter fields
A = maximum CPS-SDU bit ratein the forward direction

B = average CPS-SDU hit ratein the forward direction
C = maximum CPS-SDU bit rate in the backward direction
D = average CPS-SDU hit rate in the backward direction

E = maximum CPS-SDU size in the forward direction

F = average CPS-SDU size in the forward direction
G = maximum CPS DU sizein the backward direction
H = average CPS SDU size in the backward direction

Table 1-2/Q.2632.1

SSISU parameter fields
| = maximum length of SSSAR-SDU in the forward direction

J = maximum length of SSSAR-SDU in the backward direction
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Table 1-3/Q.2632.1

TC parameter fields

U = peak hit rate in the forward direction

V = sustainable bit rate in the forward direction

W = peak bit rate in the backward direction

X = sustainable bit rate in the backward direction

Y = maximum allowed packet size in the forward direction

Z = maximum allowed packet size in the backward direction

Table 1-4/Q.2632.1

PLC parameter fields
a= maximum CPS-SDU bit ratein the forward direction

b = average CPS SDU bit rate in the forward direction

¢ = maximum CPS-SDU bit rate in the backward direction
d = average CPS-SDU hit rate in the backward direction
e = maximum CPSSDU sizein the forward direction

f = average CPS-SDU size in the forward direction

g = maximum CPS-SDU size in the backward direction
h = average CPS DU sizein the backward direction

Table 1-5/Q.2632.1

PTC parameter fields
u = peak bit rate in the forward direction

Vv = sustainable bit rate in the forward direction

w = peak hit rate in the backward direction

X = sustainable bit rate in the backward direction

y = maximum allowed packet size in the forward direction

z = maximum allowed packet size in the backward direction

IPHL shall denote the total length of the header of the IP packet measured in octet and including the | P packet header,
the UDP header, and, if RTP is used, the RTP header.

For any real number X, [X] is defined as the smallest integer greater or equal to x.
MAX (x1, ..., Xxn) determines the maximum, MIN (x1, ..., xn) the minimum of the values x1, ..., xn.

Bit rates are measured in bit per second (“bit/s"), sizes, e.g. of data structures, in octet.
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1.1 Interworking for AAL type2toIP

[.1.1 Bit Rates

The conversion from LC-type bit rates to TC-type bit rates requires to estimate the rate that will be caused by the IP
overhead of length IPHL. This estimate is given in Table 1-6/Q.2632.1. The values are “normalized” to multiples of 64
bit/s.

Table 1-6/Q.2632.1
| P overhead rates

Definition Meaning

HBA := [(IPHL*A) / (64*F)] * 64 | Estimate of the IPHL bit rate for the Peak Bit Rate in the forward
direction for given LC

HBa:= [(IPHL*a) / (64*f)] * 64 | Estimate of the IPHL bit rate for the Peak Bit Rate in the forward
direction for given PLC

HBB :

[(IPHL*B) / (64*F)] * 64 |Estimate of the IPHL bit rate for the Sustainable Bit Rate in the
forward direction for given LC

HBb := [(IPHL*b) / (64*f)] * 64 | Estimate of the IPHL bit rate for the Sustainable Bit Rate in the
forward direction for given PLC

HBC := [(IPHL*C) / (64*H)] * 64 | Estimate of the IPHL bit rate for the Peak Bit Rate in the backward

direction for given LC

HBc:= [(IPHL*c) / (64*h)] * 64 | Estimate of the IPHL bit rate for the Peak Bit Rate in the backward
direction for given PLC

HBD := [(IPHL*D) / (64*H)] * 64 | Estimate of the IPHL bit rate for the Sustainable Bit Rate in the
backward direction for given LC

HBd := [(IPHL*d) / (64*h)] * 64 | Estimate of the IPHL bit rate for the Sustainable Bit Rate in the
backward direction for given PLC

NOTE 1- If adenominator turns out to be zero in any of the expressions above, the result of the expression
shall be set equal to zero.

NOTE 2 — If afactor does not exist in any of the expressions above the result of the expression shall be set
equal to zero.

NOTE 3 - The definitionsin this table are formal. Whether or not a certain expression isrequired, is
determined by the interworking.

Table1-7/Q.2632.1 defines the interworking of LC bit rates (AAL type 2) to TC bit rates (IP)
Table1-7/Q.2632.1

TC bit ratesdetermined from LC
TC parameter field Value

U A + HBA
Y, B + HBB
w C+HBC
X D + HBD
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NOTE 1 - Theinterworking and the involved protocols
determine whether or not acertain field is required.

NOTE 2 -The involved protocol determines whether or not a
certain value is meaningful and valid.

Table 1-8/Q.2632.1 defines the interworking of PLC bit rates (AAL type 2) to PTC bit rates (IP)
Table 1-8/Q.2632.1
PTC bit rates determined from PLC

PTC parameter field Value
u a+ HBa
Vv b+ HBb
w c+ HBc
X d+ HBd

NOTE 1 - The interworking and the involved protocols
determine whether or not a certain field is required.

NOTE 2 — The involved protocol determines whether or not
acertain field is required.

1.1.2 Maximum allowed packet sizes

Table 1-9/Q.2632.1 defines the derivation of TC and PTC maximum allowed packet sizes from LC and PLC CPS-SDU
sizes and/or SSISU.

Table 1-9/Q.2632.1
Deter mination of maximum allowed packet sizes

TC/PTC SDU size subfields Value
Y IPHL + MAX (E, I)
z IPHL + MAX (G, J)
y IPHL + MAX (e I)
z IPHL + MAX (g, J)

NOTE 1-“0" isassumed as value to guarantee a correct working of the
MAXimum function if a certain parameter does not exist.

NOTE 2 — The interworking and the involved protocols determine whether or
not acertain field is required.

NOTE 3 - Theinvolved protocol determines whether or not acertain field is
required.

[.1.3 Token bucket sizes

The A2IP Interworking Unit shall set the token bucket sizes to the allowed maximum values. The allowed maximum
value is the minimum out of the maximum defined by the protocol and the maximum defined within the network.
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NOTE — An appropriate adjustment of the token bucket sizes controlled by the Served User may be initiated from the IP
network portion with a subsequent MOD message.
1.1.4 Determination of the TC class

Q.2631.1'¥ supports two I P transfer capability classes: Dedicated Bandwidth and Statistical Bandwidth Transfer
Capability.

For an incoming connection set-up from the AAL type 2 network portion, the AAL2IP Interworking Unit hasto
determine the IP Transfer Capability class to be used in the | P portion.

If al subsequent conditions

Cl) A=B
C2) C=D
C3) E=F
C4) G=H

C5) MSLC not set

are satisfied the Dedicated Bandwidth Transfer Capability shall be selected. If at least one of the conditions C1), ..., C5)
isnot fulfilled the Statistical Bandwidth Transfer Capability shall be applied.

Note — If no LC parameter is received and no specific provisions are applied for this case, the A2IP IWU may reject the
connection request.

1.2 Interworking for |Pto AAL type 2

[.2.1 Bit Rates

The conversion from TC-type bit ratesto L C-type bit rates requires to estimate the portion that is induced by the [P
overhead of length IPHL. This estimate is given in Table 1-10/Q.2632.1. The values are “normalized” to multiples of 64
bit/s.

Table 1-10/Q.2632.1
Received | P overhead rates

Definition Meaning

HBU :

[(IPHL*U) / (64*Y)] * 64 |Estimate of the IPHL bit rate portion in the Peak Bit Rate in the
forward direction for given TC

HBu := [(IPHL*u) / (64*y)] * 64 Estimate of the IPHL bit rate portion in the Peak Bit Rate in the
forward direction for given PTC

HBU :

[(IPHL*V) / (64*Y)] * 64 |Estimate of the IPHL bit rate portion in the Sustainable Bit Rate in the
forward direction for given TC

HBu := [(IPHL*V) / (64*y)] * 64 Estimate of the IPHL bit rate portion in the Sustainable Bit Ratein the
forward direction for given PTC

HBW := [(IPHL*W) / (64*2)] * 64 | Estimate of the IPHL bit rate portion in the Peak Bit Rate in the
backward direction for given TC

HBw := [(IPHL*w) / (64*z)] * 64 | Estimate of the IPHL bit rate portion in the Peak Bit Rate in the
backward direction for given PTC
HBX := [(IPHL*X) / (64*Z)] * 64 |Estimate of the IPHL bit rate portion in the Sustainable Bit Rate in the

backward direction for given TC
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Estimate of the IPHL bit rate portion in the Sustainable Bit Ratein the
backward direction for given PTC

HBx := [(IPHL*X) / (64*2)] * 64

NOTE 1- If adenominator turns out to be zero in any of the expressions above, the result of the expression
shall be set equal to zero.

NOTE 2 — If afactor does not exist in any of the expressions above the result of the expression shall be set
equal to zero.

NOTE 3 —The definitions in this table are formal. Whether or not a certain expression isrequired, is
determined by the interworking.

Tables1-11/Q.2632.1 and 1-12/Q.2632.1 define the interworking of TC/PTC bit rates (IP) to LC/PLC bit rates (AAL
type 2) if a Statistical Bandwidth Transfer Capability was received.

Table1-11/Q.2632.1
Interworking of TC to L C bit rates

L C parameter field Value
A U-HBU
B V - HBV
C W - HBW
D X -HBX

NOTE 1 - The interworking and the involved protocols
determine whether or not a certain field is required.

NOTE 2 — The involved protocol determines whether or not
acertain field is required.

Table 1-12/Q.2632.1
PL C bit ratesdetermined from PTC

PL C parameter field Value
a u-HBu
b v - HBv
c w - HBw
d X - HBx

NOTE 1 - Theinterworking and the involved protocols
determine whether or not acertain field isrequired.

NOTE 2 — The involved protocol determines whether or not
acertain field isrequired.

For received Dedicated Bandwidth Transfer Capability Tables 1-13/Q.2632.1 and 1-14/Q.2632.1 define the interworking
of TC/PTC hit rates (IP) to LC/PLC bit rates (AAL type 2).

Table 1-13/Q.2632.1
Interworking of TC to LC bit rates
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L C parameter field Value
A U-HBU
B U-HBU
C W - HBW
D W - HBW

NOTE 1 - Theinterworking and the involved protocols
determine whether or not a certain field is required.

NOTE 2 — The involved protocol determines whether or not
acertain field is required.

Table 1-14/Q.2632.1
PL C bit rates determined from PTC

PL C parameter field Value
a u-HBuU
b u-HBu
c w - HBw
d w- HBX

NOTE 1 - Theinterworking and the involved protocols
determine whether or not acertain field is required.

NOTE 2 — Theinvolved protocol determines whether or not
acertain field isrequired.

.22 CPS-SDU sizes

Tables 1-15/Q.2632.1 and 1-16/Q.2632.1 define the derivation of LC/PLC CPS-SDU sizes from TC/PTC maximum
allowed packet sizes.

Table 1-15/Q.2632.1
TCtoLC CPS-SDU sizeinterworking

L C CPS-SDU size subfields Value
E F MIN (Y - IPHL, 45)
G, H MIN (Z - IPHL, 45)

Table 1-16/Q.2632.1
PTC to PLC CPS-SDU sizeinterworking
PLC CPS-SDU size subfields Value
e f MIN (y - IPHL, 45)
g, h MIN (z - IPHL, 45)
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.23 SSISU SDU sizes
Table 1-17/Q.2632.1 defines the derivation of SSISU SDU sizes from TC and PTC maximum allowed packet sizes.

Table 1-17/Q.2632.1
TC and PTC to SSI SU interworking

SSISU subfields Value
| MAX (Y —IPHL, y - IPHL)
J MAX (Z —IPHL, z - IPHL)

NOTE 1 - “0” isassumed as value to guarantee a correct working of
the MAXimum function if a certain parameter does not exist.

NOTE 2 —if the value of al SSISU subfields determined according to
these rules does not exceed 45, no SSISU parameter will be generated
at all.




INTERNATIONAL TELECOMMUNICATION UNION STUDY GROUP 11

TELECOMMUNICATION
STANDARDIZATION SECTOR TD19 (PL EN)

STUDY PERIOD 2001-2004 Original: English

Question(s):  15/11, ALL/11 Geneva, 01 - 12 September 2003
TEMPORARY DOCUMENT

Sour ce: Q.2631.1 Editor (I. Rytina)

Title: Draft ITU-T Recommendation Q.2631.1

ABSTRACT

The attachment to this document contains draft Q.2631.1 “IP Connection Control Signalling
Protocol — Capability Set 17, proposed for consent at this SG11 meeting

Contact: lan Rytina Tdl: +61 39301 6164
LM Ericsson Fax: +61 39301 3887
Email: ian.rytina@ericsson.com
Attention: Thisis not a publication made available to the public, but an internal ITU-T Document intended only for use by the
Member States of the ITU, by ITU-T Sector Members and Associates, and their respective staff and collaboratorsin their ITU related
work. It shall not be made available to, and used by, any other persons or entities without the prior written consent of the ITU-T.




-2-
TD 19 (PLEN)

Draft New I TU-T Recommendation Q.2631.1

| P Connection Control Signalling Protocol —Capability Set 1

Summary

This Recommendation specifies the inter-node protocol and nodal functions that support the
dynamic establishment, modification and release of individual IP connections.

The IP Connection Control signalling protocol specified in this Recommendation can operate in
public or private networks over arange of signalling transport protocol stacks.

It aso provides maintenance capabilities, carriage of user-plane protocol stack information and
carriage of an identifier to link the connection control protocol with other higher layer control
protocols.
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Draft New ITU-T Recommendation Q.2631.1

IP Connection Control Signalling Protocol (Capability
Set 1)

(Geneva 2003)

1 Scope

This Recommendation describes the IP Connection Control signalling protocol that supports the
dynamic establishment, modification and release of individual IP connections. It also describes the
maintenance procedures, the framework of the protocol, and the interactions between an IPC
signalling entity and:

o the signalling protocol user;
o asignalling transport converter; and
o layer management.

The scope of this Recommendation isillustrated in Figure 1-1/Q.2631.1. The IPC signalling
protocol can be deployed over arange of signalling transport protocol stacks.

This Recommendation is based on the requirements defined in ITU-T Technical Report TRQ.2415 [25] “Signalling
Requirements for |P Connection Control in Radio Access Networks Capability Set 1”.

IPC service endpoint IPC service endpoint
IPC user IPC user
o IPCU-AP This Recommendation IPCU-SAP
5, Primitives (NOTE 1) Primitives ﬁ
g | y )]
o (0]
28 ok __ - o 3
- g IPC signalling IPC signalling messages IPC signalling 2 g
S g 2 £
E E
& GsT-sAP GST-sap &
Generic primitives Generic primitives
Signalling Signalling
transport converter transport converter
SAP SAP
Specific primitives Specific primitives
Signalling Signalling
transport transport

" Primitives Primitives
=

NOTE 1 - The entities and Service Access Points (SAP) bounded by the grey broken line indicate the extent of the definitions
specified in this Recommendation.
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FIGURE 1-1/Q.2631.1
Functional architecture of IPC signalling

2 References
21 Normative refer ences

The following ITU-T Recommendations and other references contain provisions, which, through
reference in thistext, constitute provisions of this Recommendation. At the time of publication, the
editionsindicated were valid. All Recommendations and other references are subject to revision;
users of this Recommendation are therefore encouraged to investigate the possibility of applying the
most recent edition of the Recommendations and other references listed below. A list of the
currently valid ITU-T Recommendationsis regularly published.

The reference to a document within this Recommendation does not give it, as a stand-alone
document, the status of a Recommendation.

[1] ITU-T Recommendation X.200 (1994) - Information Technology - Open Systems Interconnection
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[2] ITU-T Recommendation X.210 (1993) - Information Technology - Open Systems Interconnection
- Basic reference model: Conventions for the definition of OSI services

[3] ITU-T Recommendation Q.2150.0 - Generic Signalling Transport Service

[4] RFC 791, "Internet Protocol”, J. Postel, September 1981

[5] RFC 2460, "Internet Protocol, Version 6 (IPv6) Specification”, S. Deering and R. Hinden,
December 1998

[6] RFC 768, “User Datagram Protocol”, J. Postel, August 1980

[7] RFC 3550, “RTP: A Transport Protocol for Real-Time Applications’, H. Schulzrinne, S. Casner,
R. Frederick, V. Jacobson, July 2003

[8] RFC 2474, “ Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6
headers’, K. Nichols et al., December 1998

[9] RFC 2597, “Assured Forwarding PHB Group”, J. Heinanen et al., June 1999

[10] RFC 3246, “ An Expedited Forwarding PHB”, B. Davie et a., March 2002
[11] RFC 3513, "IP Version 6 (IPv6) Addressing Architecture”, R. Hinden and S. Deering, April 2003.

[12] ITU-T Recommendation Q.850 (1998) - Usage of cause and location in DSS 1 and SS No. 7 ISUP.

[13] ITU-T Recommendation Q.2610 (1999) - B-ISDN - Usage of Cause and Location in B-ISDN User
Part and DSS 2.

[14] ITU-T Recommendation E.164 (1997) - The international public telecommunication numbering
plan.

[15] ITU-T Recommendation X.213 (2001) - Information Technology - Open Systems Interconnection
- Network Service Definitions.

[16] ITU-T Recommendation Q.542 (1993) — Digital Exchanges — Digital Exchange Design Objec-
tives — Operations and Maintenance

[17] ITU-T Recommendation Y.1221 (2002) — Traffic Control and Congestion Control in I P-based
Networks

2.2 Bibliography

[20] ITU-T Recommendation Q.2630.1 (1999) — AAL type 2 Signalling Protocol Capability Set 1.
[21] ITU-T Recommendation Q.2630.2 (2000) — AAL type 2 Signalling Protocol Capability Set 2.
[22] ITU-T Recommendation Q.2150.1 - Signalling Transport Converter on MTP3 and MTP3b.

[23] ITU-T Recommendation Q.2150.2 - Signalling Transport Converter on SSCOP and SSCOPMCE.
[24] ITU-T Recommendation Q.2150.3 - Signalling Transport Converter on SCTP.
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3 Definitions

This Recommendation is based upon the concepts developed in ITU-T Recommendations X.200 [1]
and X.210[2].

In addition, for the purpose of this Recommendation, the following definitions apply:

| P connection: The logical user plane communication facility between two IPC nodes, which is
controlled by the IPC signalling protocol. An IP connection is designated by a pair of IP
address/port number combinations.

| PC node: A physical entity that contains an IPC signalling entity.
| PC user: The user of the IPC signalling protocol. An IPC user resides at an IPC service endpoint.

| PC signalling protocol: Control plane functions for establishing, modifying and releasing IP
connections and the maintenance functions associated with the IPC signalling.

| PC signalling transport: A facility for carrying |PC signalling messages.
| PC signalling endpoint: The termination point of IPC signalling transport.

| PC service endpoint: A functional entity which includes the IPC signalling endpoint and the IPC
user.

| P transfer capability: Information that describes the attributes of the IP connection.

| P transport type: Information that describes the IP transport protocol stack used for the IP
connection.

Field: Information carried in a parameter in amessage. A field can have fixed or variable length
data.

Generic signalling transport: The function that enables an IPC signalling entity to communicate
with a peer IPC signalling entity independently of the underlying signalling transport.

Local | P address: IP address to be used by the peer IPC node to direct the user traffic.

L ocal UDP port number: UDP port number to be used by the peer IPC node to direct the user
traffic.

Parameter: Information carried in amessage. A parameter has a fixed, defined set of fields.

Signalling Association: A signalling capability that exists between two adjacent IPC nodes to
control the IP connections. There may be one or more signalling associations between two adjacent
|PC nodes.

Signalling transport: A signalling link or network that connects two I1PC nodes.

Signalling transport converter: A function that converts the services provided by a particular
signalling transport to the services required by the generic signalling transport.

Sub-field: The smallest unit of information in afield that has its own functional meaning.
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4 Abbreviations

ACC Automatic Congestion Control

ANI Adjacent IPC Node | dentifier

CAU Cause Parameter

CFN Confusion Message

DEA Destination Endpoint Address

DEAE Destination Endpoint E.164 Address
DEAX Destination Endpoint X.213 Address
DS Differentiated Services

DSAID Destination Signalling Association | dentifier
DSCP Differentiated Services Code Point
ECF Establish Confirm Message

ERQ Establish Request Message

GST Generic Signalling Transport

ID I dentifier

IP Internet Protocol

IPC I P Connection Control

IPCU IPC user

IPQOS IP Quality of Service

IPTA IP Transport Sink Address

IPTT IP Transport Type

LM Layer Management

LSB Least Significant Bit

M Mandatory

MOA Modification Acknowledge message
MOD Modification Request message

MOR Modification Reject message

MSB Most Significant Bit

MSTC Modify Support for Transfer Capability
o Optional

OSAID Originating Signalling Association Identifier
PHB Per-hop forwarding behaviour

PTC Preferred Transfer Capability
PTC-DBW Dedicated Bandwidth Preferred Transfer Capability
PTC-SBW Statistical Bandwidth Preferred Transfer Capability
QoS Quality of Service

REL Release Request Message

RES Reset Request Message

RLC Release Confirm Message

RSC Reset Confirm Message

RTP Real-time Protocol

SAID Signalling Association Identifier

SAP Service Access Point

SbuU Service Data Unit

STC Signalling Transport Converter

SUGR Served User Generated Reference

SUT Served User Transport
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TC Transfer Capability

TC-DBW Dedicated Bandwidth Transfer Capability

TCI Test Connection Indication

TC-SBW Statistical Bandwidth Transfer Capability

UDP User Datagram Protocol

5 General framework of the I PC signalling protocol

The IP connection control signalling protocol provides the signalling capability to establish, modify
and release virtual connectionsin an IP environment. These services are accessible viathe IPC user
service access point (IPCU-SAP).

The IPC signalling protocol also provides maintenance functions associated with the IPC signalling.
These functions are accessible via the Layer Management service access point (LM-SAP).

Two peer IPC signalling entities rely on the generic signalling transport service to provide assured
data transfer between them and service availability indications. These services are accessible viathe
Generic Signalling Transport Service Access Point (GST-SAP).

NOTE — Primitives over the IPCU-SAP, GST-SAP and LM-SAP are used for descriptive purpose
only. They do not imply a specific implementation.

Both peer IPC signalling entities provide the same set of services.
|PC signalling messages are analyzed only in IPC service endpoints (see Figure 1-1/Q.2631.1).

IPC signalling messages are exchanged between peer protocol entities using the generic signalling
transport service. The IPC signalling is independent of the signalling transport, athough an assured
datatransport is required and a message size limit applies. The Generic Signalling Transport
Service used isdefined in ITU-T Recommendation Q.2150.0 [3]. To adapt the Generic Signalling
Transport Servicesto a specific signalling transport service, a signalling transport converter may be
needed. The specification of signalling transport convertersis beyond the scope of this
Recommendation (see ITU-T Recommendation Q.2150.1 [22], ITU-T Recommendation

Q.2150.2 [23], and ITU-T Recommendation Q.2150.3 [24]).

51 I nterface between the | PC signalling entity and the | PC user
5.1.1 Serviceprovided by the I PC signalling entity

The IPC signalling entity provides the following services to the IPC user across the IPCU-SAP:
° Establishment of IP connections,

° Release of IP connections, and

d Modification of 1P connection resources.

The IPC signalling entity is independent of the IPC user.

5.1.2 Primitives between | PC signalling entity and the | PC user

The IPCU-SAP primitives are used:
1) by the originating IPC user to initiate IP connection establishment and by either of the IPC users to initiate
the release of a connection.

2) by the terminating 1PC signalling entity to indicate an incoming IP connection establishment request to the
terminating 1PC user and by either of the IPC signalling entities to notify its corresponding IPC user of the
release of a connection.
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3) by either IPC user to initiate an IP connection resource modification and by the modification terminating |PC

user to respond to a modification request.

4) by either IPC signalling entity to indicate a modification of the IP connection resource to its corresponding

IPC user and notify the modification initiating |PC user of the successful or unsuccessful modification.

NOTE — When sending a primitive between the signalling protocol and its user, the primitive
needs to be associated with a particular |P connection instance. The mechanism used for this
binding is considered to be an implementation detail and therefore is outside the scope of this
Recommendation.

The services are provided through the transfer of primitives, which are summarised in Table 5-
1/Q.2631.1, and are defined after the table.

The IPC user passes information in parameters in the primitives. Some of those parameters are
mandatory and some are optional; the appropriate usage of the parametersis described in § 8.

TABLE 5-1/Q.2631.1
Primitives and parameters exchanged between the I PC signalling entity and the | PC user

Primitive Type
Generic Name Request Indication Response Confirm
ESTABLISH DEA, SUGR, SUT, SUGR, SUT, MSTC MSTC

MSTC, TC, PTC, MSTC, TC, PTC,
IPQOS, IPTT, CP IPQOS, IPTT, CP

RELEASE Cause Cause Not defined Cause
MODIFY TC TC - -
MODIFY-REJECT Not defined Not defined Cause Cause

This primitive has no parameters.

a) ESTABLISH.Request:
This primitive is used by the originating IPC user to initiate the establishment of a new IP connection and
optionally request the capability for subsequent modification to be performed on this | P connection.

b) ESTABLISH.Indication:
This primitive is used by the terminating IPC signalling entity to indicate an incoming IP connection
establishment request to the terminating 1PC user and optionally indicate that subsequent modification may
be performed on this IP connection.

¢) ESTABLISH.Response:
This primitive is used by the terminating 1PC user to indicate to the terminating |PC signalling entity that the
establishment request has been successful.

d) ESTABLISH.Confirm:
This primitive is used by the originating IPC signalling entity to indicate to the originating I1PC user that the
IP connection (which was previously requested by the originating | PC user) has successfully been established
and optionally indicate that the established connection is capable of subsequent modification.

€) RELEASE.Request:
This primitive is used by the | PC user to initiate clearing of an I[P connection.

f) RELEASE.Indication:
This primitive is used by the IPC signalling entity to indicate that an IP connection has been rel eased.

g) RELEASE.Confirm:
This primitive is used by the originating |PC signalling entity to indicate to the originating IPC user that an
establishment request has been unsuccessful.

h) MODIFY.Request:

This primitive is used by either IPC user to initiate the modification of the P connection resource.




k)

m)
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M ODIFY .Indication:
This primitive is used by the modify receiving IPC signalling entity to indicate that modification of the IP
connection resource has been requested.

MODIFY .Response:
This primitive is used by the modify receiving IPC user to indicate to the IPC signalling entity that the
modification request has been successful.

MODIFY.Confirm:
This primitive is used by either IPC signalling entity to indicate that the IP connection resource modification
(which was previoudly requested by the |PC user) has successfully been performed

MODIFY-REJECT .Response:
This primitive is used by the modify receiving IPC user to indicate to the IPC signalling entity that the IP
connection resource modification has been rejected.

MODIFY-REJECT.Confirm:
This primitive is used by the modify sending IPC signalling entity to indicate that the |P connection resource
modification (which was previoudy requested by the IPC user) has been rejected.

5.1.3 Parametersbetween I PC signalling entity and the IPC user

a)

b)

d)

f)

9)

Destination Endpoint Address (DEA)
This parameter carries the endpoint address of the destination. It can have the form of an E.164 [14] address
or an X.213[15] address, and is transported unmodified to the destination |PC user.

Served User Generated Reference (SUGR)
This parameter carries a reference provided by the originating IPC user and this reference is transported
unmodified to the destination |PC user.

Served User Transport (SUT)
This parameter carries the user data that is transported unmodified to the destination IPC user.

Transfer Capability (TC)
This parameter gives an indication of the resources required for the IP connection. This parameter can have
the form of either:

«  Dedicated Bandwidth Transfer Capability (see ITU-T Recommendation Y.1221 *); or
«  Statistical Bandwidth Transfer Capability (see ITU-T Recommendation Y.1221 7).

Cause
This parameter describes the reason for the release of the IP connection. It also may indicate the reason why
an | P connection could not be established or why a modification of an |P connection was rejected.

Modify Support for Transfer Capability (M STC)

This parameter gives an indication that the Transfer Capability of the IP connection may need to be modified
during the lifetime of the IP connection (ESTABLISH.Request) or are permitted to be modified
(ESTABLISH.Indication and ESTABLISH.Confirm).

Preferred Transfer Capability (PTC)
This parameter gives an indication that the Transfer Capability shall be set as indicated in this parameter if
the modification of the Transfer Capability is permitted. This parameter can have the form of either:

«  Dedicated Bandwidth Transfer Capability (see ITU-T Recommendation Y.1221 *); or
«  Statistical Bandwidth Transfer Capability (see ITU-T Recommendation Y.1221 [*")

Quality of Service (IPQOS)
This parameter indicates a request for an |P connection with a specified Quality of Service.

IP Transport Type (IPTT)
This parameter indicates a request for an IP connection with a specified | P transport protocol stack.

Connection Priority (CP)
This parameter carries information to indicate the priority level of the connection request.
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52 Interface between the I PC signalling entity and the generic signalling transport

5.2.1. Serviceprovided by the generic signalling transport service

The Generic Signalling Transport Service is specified in ITU-T Recommendation Q.2150.0 [3]. For convenience, a
summary of the primitives for accessing the service is reproduced in Table 5-2/Q.2631.1. In the event of any difference
between this table and the definitions in ITU-T Recommendation Q.2150.0 [3], the definitions in ITU-T
Recommendation Q. 2150.0 [3] take precedence.

TABLE 5-2/Q.2631.1
Primitives and parameters of the Generic Signalling Transport Sublayer

Primitive Type
Generic Name Request Indication Response Confirm
START-INFO not defined Max_Length not defined not defined
CIC_Caontrol
IN-SERVICE not defined Level not defined not defined
OUT-OF-SERVICE not defined (Note 1) not defined not defined
CONGESTION not defined Level not defined not defined
TRANSFER Sequence Control not defined not defined
STC User Data STC User Data
Priority (Note 2) Priority (Note 2)
NOTES
1 This primitive has no parameters

2 This parameter is anational option (and the use of this parameter is not supported by all signalling transports)

On the establishment of a signalling transport converter entity and the associated signalling transport converter user
entity, for example at power up, the initial conditions is the same as if an OUT-OF-SERVICE.indication primitive had
been conveyed across this SAP. Also at thistime the START-INFO.indication is sent to the signalling entity.

NOTE — The CIC_Control parameter of the START-INFO.indication isignored by the IPC signalling entity.

5.2.2 State transition diagram for sequences of primitives of the generic signalling transport service

This subclause defines the constraints on the sequences in which the primitives may occur at the layer boundaries of the
generic signalling transport service. The sequences are related to the states at one generic signalling transport endpoint
between the generic signalling transport service provider and its user. The possible overall sequences of primitives are
shown in the state transition diagram, Figure 5-3/Q.2631.1.

( Start

START-INFO.indication

1)

Out of IN-SERVICE.indication
Service

In
Service

OUT-OF-SERVICE.indication

TRANSFER.request TRANSFER:.indication TRANSFER.request TRANSFER:.indication

CONGESTION.indication

Figure 5-3/Q.2631.1
State transition diagram for sequences of primitives between the GST and its user
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This model assumes that a request primitive is never issued at the same time as an indication primitive. The model also
assumes that the primitives are serviced immediately and in zero time.

53 Interface between the IPC signalling entity and layer management
5.3.1 Serviceprovided by layer management

Thisinterface provides the internal interface to the network management system.

5.3.2 Primitives between | PC signalling entity and layer management

The primitives are summarised in Table 5-3/Q.2631.1 and are defined after the table.
TABLE 5-3/Q.2631.1
Primitives and parameters exchanged between the IPC signalling entities and layer management

Primitive Type

Generic Name Request Indication Response Confirm
RESET ANI, IPTA ANI, IPTA Not defined -
STOP-RESET ANI, IPTA Not defined Not defined Not defined
ERROR Not defined ANI, IPTA, Cause Not defined Not defined

- . Thisprimitive has no parameters

NOTE — When sending a primitive between the |PC signalling entity and layer management, the
primitive needs to be associated with a particular management action instance. The mechanism used
for this binding is considered to be an implementation detail and, therefore, is outside the scope of
this Recommendation.
a) RESET.Request:
A primitive to request either IPC signalling entity to reset a particular 1P connection, or al IP connections
associated with a signalling association to the “Idle” state and to indicate this to the peer IPC signalling
entity.

b) RESET .Indication:
A primitive indicating that the IPC signalling entity has reset a particular IP connection, or al 1P connections
associated with a signalling association to the “Idle” state on the request of the peer IPC signalling entity.

C) RESET.Confirm:
A primitive indicating that the IPC signalling entity has successfully informed the peer IPC signalling entity
of the resetting of a particular 1P connection, or all IP connections associated with a signalling association.

d) STOP-RESET.Request:
A primitive to request the IPC signalling entity to stop areset procedure.
€) ERROR.Indication:

A primitive to indicate any operational errorsin the IPC signalling procedures.

5.3.3 Parametersbetween | PC signalling entity and layer management

a) IP Transport Address (IPTA)
This parameter allows for the identification of:
i) al IP connections associated with a signalling association; or
i) aparticular 1P connection.
b) Cause
This parameter gives the reason of an operational error.
C) Adjacent |PC Node I dentifier (ANI)

This parameter is used to unambiguously indicate an adjacent |PC node.




-12 -
TD 19 (PLEN)

6 Forward and backward compatibility

The compatibility mechanism remains unchanged for all capability sets and/or subsets of the IPC
protocol defined in this Recommendation. It is based on forward compatibility information
associated with al signalling information.

The compatibility method eases the network operation, for example:

o For the typical case of an IPC signalling protocol mismatch during a network upgrading.
° To interconnect two networks on a different functional level.
o For networks using a different subset of the same IPC protocaol, etc.

NOTE — An IPC node may be at adifferent functional level due to having implemented a different
capability set or another subset of the protocol specified in this Recommendation.

The forward compatibility mechanism specified in § 6.2 and § 8.1 applies to this and future
capability sets of this Recommendation.

6.1 Backward compatibility rules

Compatible interworking between IPC protocol capability sets should be optimised by adhering to

the following rules when specifying a new capability set (release):

1) Existing protocol elements, i.e. procedures, messages, parameters and sub-field values, should not be
changed unless a protocol error needs to be corrected or it becomes necessary to change the operation of the
service that is being supported by the protocol.

2) The semantics of a message, a parameter, or of a field and sub-field within a parameter should not be
changed.
3) Established rules for formatting and encoding messages and parameters should not be modified.

6.2 Forward compatibility mechanism

Compatibility between this and future capability sets will be guaranteed, in the sense that any two
capability sets can be interconnected directly with each other, if the following requirements are
fulfilled:

i) Protocol compatibility
Connections between any two IPC protocols do not fail for the reason of not satisfying protocol
requirements.

i) Service and functional compatibility
Thisfeature may be considered as compatibility typically between originating and destination | PC nodes.

i) Resource control and management compatibility
For these functions, at least a backward notification is needed, if correct handling is not
possible.

7 Format and coding of the | PC signalling protocol
7.1 Coding conventionsfor the | PC signalling protocol
7.1.1 Principles

The following principles shall apply for the coding of the IPC signalling protocol:
a) The order of coding of messages shall consist of “destination signalling association identifier”, “message
identifier”, “message compatibility”, and any parameters.

b) Messagesshall carry zero or more parameters.

¢) The sequence of parameters is unconstrained.
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d) The order of coding of parameters shall consist of “parameter identifier”, “parameter compatibility”, “parameter
length”, and any fields.

€) Parametersshall carry zero or more fields.
f) A parameter shall always consist of the same sequence of fields.

0) If new fields need to be added to a parameter or the length of a fixed size field needs to be changed, the
modifications shall be carried in a new parameter (different parameter identifier); the existing parameter shall
remain unchanged.

h)  Any sequence of fixed size fields and variable size fields is permissible.

i) Fixed length fields shall consist of the “field” only; no length is indicated.

j) Variablelength fields shall consist of “field length” and “field”.

k) Fieldsshall be multiples of one octet.

[) Fieldsare composed of one or more sub-fields.

m) Reserved sub-fields shall be coded all zeroes and need not be interpreted by the receiver.

n) If thereisno information to be carried in avariable size field, itslength shall be set to zero, i.e. only the field length
octet will be present.

0) If thereisnoinformation to be carried in afixed size field, its content shall be set to zero in al octets.

p) The presence or the interpretation of afield shall not depend on the value of afield in another parameter.

Consistent with the above coding principles, it is further specified that:
o The message length shall alow for lengths of up to 4 000 octets.
o The parameter length shall allow for lengths of up to 255 octets.

7.1.2 General format of messages
The general format of a message is shown in Table 7-1/Q.2631.1.

NOTE — No “message length” needs to be carried in the message itself; the length of information
passed via a primitive implicitly defines its length and the assured data transfer assures that no

octets are lost or gained in transport.
TABLE 7-1/Q.2631.1
I PC message for mat

s | 7 | 6 | 5 | a4 | 3 2 1
Destination Signalling Association | dentifier 4 octets
Header Message | dentifier 1 octet
Message Compatibility 1 octet
Payload Parameters

The message header consists of the Destination Signalling Association Identifier field, the Message
Identifier field, and the Message Compatibility field. The Destination Signalling Association
Identifier field is coded the same as the Signalling Association Identifier field (see § 7.4.2), the
coding of the Message identifier field is specified in § 7.2.1, and the Message Compatibility field is
coded the same as the Compatibility field (see § 7.4.1).

The message payload consists of zero, one, or more parameters.
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7.1.2.1 Bit coding rules

When afield is contained within a single octet, the lowest bit number of the field represents the
lowest order value.

When a field spans more than one octet, the order of bit values within each octet progressively
decreases as the octet number increases; the lowest bit number associated with the field represents
the lowest order value.

7.1.3 General format of parameters

The general format of a parameter is shown in Table 7-2/Q.2631.1.
TABLE 7-2/Q.2631.1
| PC parameter for mat

s | 7 | 6 | 5 | 4 | 3 | 2 1
Parameter |dentifier 1 octet
Header Parameter Compatibility 1 octet
Parameter Length 1 octet

Payload Fields
l I

The coding of the Parameter Identifier field is specified in § 7.2.2 Table 7-7/Q.2631.1 and the
Parameter Compatibility field is coded as a Compatibility field (see § 7.4.1). The coding of the
Parameter Length is a binary value indicating the number of octets in the parameter payload, i.e. the
count does not include the octets in the parameter header.

Each parameter has a defined number of fields of defined type and in a particular order.

7.1.4 General format of fixed length fields

The general format of afixed length field is shown in Table 7-3/Q.2631.1.
TABLE 7-3/Q.2631.1
IPC field —fixed length for mat

| & | 7 | & | s | 4 | 3 | 2 | 1 |

Payload Field n octets

The Field type is determined by the location of the field in the particular parameter.

7.1.5 General format of variablelength fields

The general format of avariable length field is shown in Table 7-4/Q.2631.1.
TABLE 7-4/Q.2631.1
IPC field — variable length for mat
s | 7 | e | 5 | 4 | 3 | 2 | 1
Field Length 1 octet

Payload Field n octets

The coding of the Field Length is a binary value indicating the number of octetsin the Field
payload, i.e. the count does not include the Field Length octet.
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The field type is determined by the location of the field in the particular parameter.

7.2 Format and coding of the | PC signalling protocol messages
7.2.1 |PC signalling protocol messages

The IPC signalling protocol messages and their message identifiers are shown in Table 7-
5/Q.2631.1.
TABLE 7-5/Q.2631.1
I PC messages and the coding of the message identifiers

M essage Acronym | Message ldentifier
Confusion CFN 00000011
Establish Confirm ECF 00000100
Establish Request ERQ 00000101
Modify Acknowledge MOA 00001100
Modify Reject MOR 00001101
Modify Request MOD 00001110
Release Confirm RLC 00000110
Release Request REL 00000111
Reset Confirm RSC 00001000
Reset Request RES 00001001

7.2.2 Parametersof the | PC signalling protocol messages

The parameters of the IPC signalling protocol messages are shown in Table 7-6/Q.2631.1. The
indications of “mandatory” and “optional” are for information only. The authoritative definition is
givenin 8 8. If any difference between the indicationsin this clause and the definitionsin 8§ 8 exists,
the definitions in § 8 take precedence.

Multiple presence of the same parameter in a single message is not permitted.
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TABLE 7-6/Q.2631.1 (part 1 of 2)
Parameters of the | PC signalling protocol messages

Parameter

ERQ

ECF

REL

M essage

RLC

MOD

MOA

MOR

Automatic Congestion Control

0]

o

Cause

M

1

Connection Priority

o

Dedicated Bandwidth Preferred Transfer Capability

N

Dedicated Bandwidth Transfer Capability

N N

Destination Endpoint E.164 Address

g

Destination Endpoint X.213 Address

o

Destination Signalling Association Identifier ©

IP QoS

IP Transport Sink Address

<

IP Transport Type

Modify Support for Transfer Capability

Originating Signalling Association Identifier

Zlo]||

Served User Generated Reference

Served User Transport

Statistical Bandwidth Preferred Transfer Capability

Statistical Bandwidth Transfer Capability

|00 |Z|0o|0o|ZX|0f =

M Mandatory parameter
@] Optional parameter
— Parameter not present
NOTES

1 The"Cause” parameter is present in the Release Confirm message if
a) theRLC isused to reject a connection establishment, or

b) the cause reports unrecognised information received in the REL message.

2 Thisparameter may only beincluded if “Modify Support for Transfer Capability” isincluded. At
most one of these parametersis present in an instance of the message. If present it must refer to
the same transfer capability as the Transfer Capability parameter present in the same Establish

Request message.

3  Exactly one of these parameters must be present in an instance of the message.

4  Exactly one of these parametersis present in an instance of the message and only the same
parameter that was present in the Establish Request message may be present.

5  Exactly one of these parameters is present in an instance of the message
6  Thisrow designates the Destination Signalling Association Identifier field in the message header.
7  TheDestination Signalling Association Identifier field contains the value “unknown”.
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TABLE 7-6/Q.2631.1 (part 2 of 2)
Parameters of the | PC signalling protocol messages

Parameter M essage

RES RSC CFN
Cause — b M
Destination Signalling Association Identifier 2 & M M
IP Transport Sink Address M — —
Originating Signalling Association Identifier M — —
M Mandatory parameter
@] Optional parameter

— Parameter not present

NOTES
1 The"Cause” parameter is present only if the cause reports unrecognised information received.
2 Thisrow designates the Destination Signalling Association Identifier field in the message header.
3  TheDestination Signalling Association Identifier field contains the value “unknown”.

The identifiers of the IPC message parameters are defined in Table 7-7/Q.2631.1.
TABLE 7-7/Q.2631.1
Identifiers of the IPC message parameters

IPC Parameter Ref. Acronym Identifier
Automatic Congestion Control 731 ACC 00011001
Cause 7.32 CAU 00000001
Connection Priority 7.3.3 CP 00011010
Dedicated Bandwidth Preferred Transfer Capability 734 PTC- 00010001
DBW
Dedicated Bandwidth Transfer Capability 735 | TC-DBW 00000101
Destination Endpoint E.164 Address 7.3.6 DEAE 00000011
Destination Endpoint X.213 Address 737 DEAX 00000100
IP QoS 7.3.8 IPQOS 00010000
IP Transport Sink Address 7.3.9 IPTA 00000010
IP Transport Type 7.3.10 IPTT 00100000
Modify Support for Transfer Capability 7.3.11 MSTC 00001110
Originating Signalling Association Identifier 7.3.12 OSAID 00000110
Served User Generated Reference 7.3.13 SUGR 00000111
Served User Transport 7.3.14 SUT 00001000
Statistical Bandwidth Preferred Transfer Capability 7.3.15 PTC- 00100011
SBW
Statistical Bandwidth Transfer Capability 7316 | TC-SBW 00100001
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7.3 Parameter specification of the |PC signalling protocol messages
7.3.1 Automatic Congestion Control

The sequence of fieldsin the Automatic Congestion Control parameter is shown in Table 7-

8/Q.2631.1.
Table 7-8/Q.2631.1
Sequence of fieldsin the Automatic Congestion Control parameter

Field No. | Field Ref.
1 IPC Node Automatic Congestion Level 7.4.3

7.3.2 Cause

The sequence of fields in the Cause parameter is shown in Table 7-9/Q.2631.1.
TABLE 7-9/Q.2631.1
Sequence of fieldsin the Cause parameter

Field No. | Field Ref.
1 Cause Value 74.4
2 Diagnostics 745

7.3.3 Connection Priority

The sequence of fieldsin the Connection Priority parameter is shown in Table 7-10/Q.2631.1.
TABLE 7-10/Q.2631.1
Sequence of fieldsin the Connection Priority parameter

Field No. | Field Ref.
1 Priority 7.4.6

7.34 Dedicated Bandwidth Preferred Transfer Capability

The sequence of fieldsin the Dedicated Bandwidth Preferred Transfer Capability parameter is

shown in Table 7-11/Q.2631.1.
TABLE 7-11/Q.2631.1
Sequence of fieldsin the Dedicated Bandwidth Preferred Transfer Capability parameter

Field No. Field Ref.
1 Peak bit rate Note 1
2 Peak token bucket size associated with the Peak bit rate Note 2
3 Maximum allowed packet size Note 3

NOTE 1 - Thisfield iscoded as a Bit Rate field (see 7.4.10).
NOTE 2 - Thisfield is coded as a Token Bucket Size field (see 7.4.18).

NOTE 3 —Thisfield is coded as a Packet Size field (see 7.4.11)

7.3.5 Dedicated Bandwidth Transfer Capability

The sequence of fieldsin the Dedicated Bandwidth Transfer Capability parameter is shown in Table
7-12/Q.2631.1.
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TABLE 7-12/Q.2631.1
Sequence of fieldsin the Dedicated Bandwidth Transfer Capability parameter

Field No. Field Ref.
1 Peak bit rate Note 1
2 Peak token bucket size associated with the Peak bit rate Note 2
3 Maximum allowed packet size Note 3

NOTE 1 - Thisfieldis coded asa Bit Rate field (see 7.4.10).
NOTE 2 - Thisfield is coded as a Token Bucket Size field (see 7.4.18).

NOTE 3 -Thisfield is coded as a Packet Size field (see 7.4.11)

7.3.6 Destination Endpoint E.164 Address

The sequence of fieldsin the Destination Endpoint E.164 Address parameter is shown in Table 7-

13/Q.2631.1.
TABLE 7-13/Q.2631.1
Sequence of fieldsin the Destination Endpoint E.164 Address parameter

Field No. | Field Ref.
1 Nature of Address 7.4.7
2 E.164 Address 7.4.8

7.3.7 Destination Endpoint X.213 Address

The sequence of fieldsin the Destination Endpoint X.213 Address parameter is shown in Table 7-
14/Q.2631.1.
TABLE 7-14/Q.2631.1
Sequence of fieldsin the Destination Endpoint X.213 Address parameter

Field No. | Field Ref.
1 X.213 Address 7.4.9

7.3.8 IPQo0S

The sequence of fieldsin the IP QoS parameter is shown in Table 7-15/Q.2631.1.
Table 7-15/Q.2631.1
Sequence of fieldsin the P QoS parameter

Field No. Field Ref.
1 IP QoS Codepoint 7.4.10

7.3.9 IPTransport Sink Address

The sequence of fieldsin the IP transport address parameter is shown in Table 7-16/Q.2631.1.
TABLE 7-16/Q.2631.1
Sequence of fieldsin theIP Transport Sink Addr ess parameter

Field No. Field Ref.
1 UDP Port Number 7.4.13
2 IP Address 7.4.14
| P address UDP port number Meaning

Null ignored All 1P connections toward an adjacent |PC node associated with an IPC
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signalling association
Value Value The combination of both values uniquely identifies an IP connection between
adjacent IPC nodes

A “Null” value of the IP addressis never regarded asavalid IP addressin an IP network. It isonly
used to identify all IP connections associated within one IPC signalling association.

7.3.10 IP Transport Type

The sequence of fieldsin the IP Transport Type parameter is shown in Table 7-17/Q.2631.1.
Table 7-17/Q.2631.1
Sequence of fieldsin the IP Transport Type parameter

Field No. Field Ref.
1 IP Transport Protocol Identifier 7.4.15

7.3.11 Modify Support for Transfer Capability

The Modify Support for Transfer Capability parameter has no fields, i.e. the parameter length is
always zero.
7.3.12 Originating Signalling Association | dentifier

The sequence of fieldsin the Originating Signalling Association Identifier parameter is shown in

Table 7-18/Q.2631.1.
TABLE 7-18/Q.2631.1
Sequence of fieldsin the Originating Signalling Association Identifier parameter

Field No. | Field Ref.
1 Originating Signalling Association Note
NOTE - Thisfield is coded as a Signalling Association Identifier field (see 7.4.2).

7.3.13 Served User Generated Reference

The sequence of fieldsin the Served User Generated Reference parameter is shown in Table 7-
19/Q.2631.1.
TABLE 7-19/Q.2631.1
Sequence of fieldsin the Served User Gener ated Refer ence parameter

Field No. | Field Ref.
1 Served User Generated Reference 7.4.16

7.3.14 Served User Transport

The sequence of fieldsin the Served User Transport parameter is shown in Table 7-20/Q.2631.1.
TABLE 7-20/Q.2631.1
Sequence of fieldsin the Served User Transport parameter

Field No. | Field Ref.
1 Served User Transport 7.4.17

7.3.15 Statistical Bandwidth Preferred Transfer Capability

The sequence of fieldsin the Statistical Bandwidth Preferred Transfer Capability parameter is
shown in Table 7-21/Q.2631.1.
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TABLE 7-21/Q.2631.1

Field No. Field Ref.
1 Peak bit rate Note 1
2 Peak token bucket size associated with the Peak bit rate Note 2
3 Sustainable bit rate Note 1
4 Sustainabl e token bucket size associated with the Note 2

Sustainable bit rate

5 Maximum allowed packet size Note 3

NOTE 1 - Thisfieldis coded asa Bit Rate field (see 7.4.10).

NOTE 2 - Thisfield is coded as a Token Bucket Size field (see 7.4.18).

NOTE 3 —Thisfield is coded as a Packet Size field (see 7.4.11)

7.3.16 Statistical Bandwidth Transfer Capability

The sequence of fieldsin the Statistical Bandwidth Transfer Capability parameter is shown in Table

7-22/Q.2631.1.
TABLE 7-22/Q.2631.1

Sequence of fieldsin the Statistical Bandwidth Transfer Capability parameter

Field No. Field Ref.
1 Peak bit rate Note 1
2 Peak token bucket size associated with the Peak bit rate Note 2
3 Sustainable bit rate Note 1
4 Sustainabl e token bucket size associated with the Note 2

Sustainable bit rate

5 Maximum allowed packet size Note 3

NOTE 1 - Thisfieldis coded asa Bit Rate field (see 7.4.10).

NOTE 2 - Thisfield is coded as a Token Bucket Size field (see 7.4.18).

NOTE 3 —Thisfield is coded as a Packet Size field (see 7.4.11)

7.4 Field specification of the IPC signalling protocol parameters

741 Compatibility

The structure of the Compatibility field is shown in Table 7-23/Q.2631.1; the field isafixed size

field of 1 octet.
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TABLE 7-23/Q.2631.1
Structure of the Compatibility field

8 7 6 5 | 4 3 2 1
send . .
Reserved notification mstr_uctlon Octet 1
- indicator
indicator

The following codes are used in the sub-fields of the compatibility information field.
a) Send notification indicator

0 Do not send notification.
1 Send notification.
b) Instruction indicator
00 Reserved.
01 Discard parameter (see Note).
10 Discard message.
11 Release Connection.

NOTE — When used as message compatibility field, value “01” should not be used. If received, itis
interpreted so as to discard the message.

7.4.2 Signalling Association Identifier

The structure of the Signalling Association Identifier field is shown in Table 7-24/Q.2631.1; the
fidld isafixed sizefield of 4 octets.
TABLE 7-24/Q.2631.1
Structure of the signalling association identifier field

8 | 7 | s 5 | 4 | 3 | 2 | 1

Octet 1
Octet 2
Octet 3
Octet 4

The coding is implementation dependent.

If the signalling association identifier is used as a destination signalling association identifier that is
not known, the field is set to zero indicating the value "unknown".

If the signalling association identifier is used as an originating signalling association identifier, the
value zero shall not be used.

7.4.3 1PC Node Automatic Congestion Level

The structure of the IPC Node Automatic Congestion Level field is shown in Table 7-25/Q.2631.1;
thefield isafixed sizefield of 1 octet.
Table 7-25/Q.2631.1
Structure of the IPC Node Automatic Congestion Level field
8 | 7 | 6 | 5 | 4 | 3 2 1
IPC Node Automatic Congestion Level codepoint Octet 1
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CS5: The IPC Node Automatic Congestion Level Codepoint has the following meaning:
0000000 Spare
0000001 Congestion Level 1 exceeded
0000010 Congestion Level 2 exceeded
0000011
to } Spare
1111111

744 CauseValue

The structure of the Cause Value field is shown in Table 7-26/Q.2631.1; the field isafixed size
field of 2 octets.
TABLE 7-26/Q.2631.1
Structure of the Cause Valuefield
8 | 7 6 5 | 4 | 3 2 1
Reserved Coding Standard Octet 1
Reserved | Cause Octet 2

Coding Standard

00 ITU-T standardised coding as described in Q.850 [12] and Q.2610 [13]
01 I SO/IEC standard (Note)
10 national standard (Note)

11 standard defined for the network (either public of private) present on the network side of
the interface (Note)

NOTE — These other coding standards should be used only when the parameter contents cannot be
represented with the ITU-T standardised coding.

The procedures defined in § 8 make use of ITU-T standardised codes described in Q.850 [12] and
Q.2610[13]. The codes are listed here for convenience. If there exists any difference in the names and
code points of the following causes, the definitions in Q.850 [12] and Q.2610 [13] take precedence.
Code Cause Description
1 Unallocated (unassigned) number
3 No routeto destination

25 Exchange routing error

31 Normal, unspecified

38 Network out of order

41 Temporary failure

42  Switching equipment congestion

47 Resource unavailable, unspecified

95 Invalid message, unspecified

96 Mandatory information element is missing

97 Message type non-existent or not implemented

99 Information element/parameter non-existent or not implemented
100 Invalid information element contents
102 Recovery on timer expiry
110 Message with unrecognised parameter, discarded
111  Protocol error, unspecified
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7.45 Diagnostics

The structure of the Diagnostics field is shown in Table 7-27/Q.2631.1; the field isavariable size
field.
TABLE 7-27/Q.2631.1
Structure of the Diagnostic field

8 7 6 5 | 4 | 3 2 1
Field Length Octet 1
Octet 2
Diagnostic
| | Octet n

The coding is specified in ITU-T Recommendation Q.2610 [13] except when associated with one of
the following causes.

° M essage type non-existent or not implemented,
° Information element/parameter non-existent or not implemented, or
° M essage with unrecognised parameter, discarded.

In these cases, the Diagnostics field is shown in Table 7-28/Q.2631.1; thefield isavariable size
field.
Table 7-28/Q.2631.1
Structure of the Diagnostic field for compatibility causes

8 7 6 5 | 4 | 3 2 1

Field Length Octet 1
Message | dentifier Octet 2
first Parameter |dentifier Octet 3
pair Field Number Octet 4
second Parameter Identifier Octet 5
pair Field Number Octet 6

last Parameter Identifier
pair Field Number Octet n

The Diagnostic field for compatibility always starts — after the field length — with an octet
containing the copy of the Message Identifier (of the message that gave rise to a compatibility
diagnostic) followed by 0 to 125 octet pairs each containing a parameter identifier and afield
number. If the field number octet is zero, the whole parameter is designated.

746 Priority

The structure of the Priority field is shown in Table 7-29/Q.2631.1; the field isafixed size field of 1
octet.
Table 7-29/Q.2631.1
Structure of the Priority field
8 7 6 5 | 4 3 2 1
Reserved Priority Octet 1
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The priority codepoint has the following meaning:

000 level 1 (highest)
001 level 2

010 level 3

011 level 4

100 level 5 (lowest)
101

to } reserved
111

7.4.7 Natureof Address

The structure of the Nature of Addressfield is shown in Table 7-30/Q.2631.1; thefield isafixed
sizefield of 1 octet.
TABLE 7-30/Q.2631.1
Structure of the Nature of Addressfield
8 7 | e | 5 | 4 | 3 2 1
Reserved Nature of address code Octet 1

The nature of address code has the following meaning:
0000000 Spare
0000001 Subscriber number (national use)
0000010 Unknown (national use) (note 1)
0000011 National (significant) number
0000100 International number
0000101 Network-specific number (national use) (note 2)
0000110
to } Spare
1101111
1110000
to } Reserved for national use
1111110
1111111 Spare

NOTE 1 — This code point is used when the type of number isindicated using the digitsin the
E.164 [14] Addressfield. The E.164 Addressfield is organised according to the network dialling
plan; e.g. prefix digits might be present; in addition, escape digits may also be present.

NOTE 2 — This code point is used to indicate an administration/service number specific to the
serving network.
748 E.164 Address

The structure of the E.164 [14] addressfield is shown in Table 7-31/Q.2631.1; the field isa variable
sizefield.
TABLE 7-31/Q.2631.1
Structure of the E.164 Addressfield

8 7 6 5 | 4 | 3 2 1
Field Length Octet 1
First hexadecimal digit of address Octet 2
Reserved -
Last hexadecimal digit of address Octet n
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749 X.213 Address

The structure of the X.213[15] Address field is shown in Table 7-32/Q.2631.1; the field is afixed

size field of 20 octets.
TABLE 7-32/Q.2631.1
Structure of the X.213 Addressfield

| s | 7 6 5 | 4 | 3 2 1|
| | octet 1
NSAP

| | octet 20
7.4.10 1P QoS Codepoint
The structure of the IP QoS Codepoint field is shown in Table 7-33/Q.2631.1.

Table 7-33/Q.2631.1
Structure of the IP QoS Codepoint field
g8 | 7 | 6 | 5 | 4 | 3 2 | 1
DSCP Reserved Octet 1

The IP QoS Codepoint field accommodates the “ Differentiated Services Codepoint (DSCP) Vaues”
as specified in RFC2474[8], RFC2597 [9], and RFC3246 [10] with the following encoding:

000000 Background

000001

to } Spare
001001

001010 AF11
001011

to } Spare
010001

010010 AF21
010011

to } Spare
011001

011010 AF31
011011 Spare
011100 AF32
011101 Spare
011110 AF33
011111

to } Spare
101101
101110 EF
101111

to } Spare
111111

7.4.11 Bit Rate

The structure of the Bit Rate field is shown in Table 7-34/Q.2631.1; thefield isafixed size field of
6 octets.
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TABLE 7-34/Q.2631.1
Structure of the Bit Rate field

8 7 6 5 | 4 | 3 2 1
Bit rate in the forward direction Octet 1
Octet 2
Octet 3
Bit rate in the backward direction Octet 4
Octet 5
Octet 6

A Bit rate may be used as a Peak CPS bit rate or a Sustainable CPS bit rate according to ITU-T
Recommendation Y.12211*"). Allowed Bit rates are 0 to 16384 kbit/s. The granularity is 64 bit/s.

Thefollowing values for Bit ratesin either specified direction are allowed :-
0-—262144 Corresponding to Bit ratesof 0— 16 Mbit/s
262145 16777215 Spare

7412 Packet Size

The structure of the Packet Size field is shown in Table 7-35/Q.2631.1; the field isafixed size field

of 4 octets.
TABLE 7-35/Q.2631.1
Structure of the Packet Sizefield

8 7 6 5 | 4 | 3 2 1
Packet size in the forward direction Octet 1
Octet 2
Packet size in the backward direction Octet 3
Octet 4

A Packet size may be used as maximum allowed packet size, in octets, allowed to be sent in the
specified direction during the holding time of the connection according to ITU-T Recommendation
Y .122111, Allowed packet sizes are 0 to 1500 octets.

When calculating the Packet sizes, all the transport headers are included, e.g. IP header, UDP
header and, if relevant, RTP header.

As an example, when the transport is UDP over IP, the valid range of thisfield is:
0 maximum packet size value (used in case of uni-directional connections)

1-28 reserved
29 — 1500 maximum packet size value
1501 — 65535 spare

7.4.13 UDP Port Number

The structure of the UDP Port Number field is shown in Table 7-36/Q.2631.1; the field isafixed
sizefield of 2 octets.
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TABLE 7-36/Q.2631.1
Structure of the UDP Port Number field

s | 7 | e | 5 | 4 | 3 | 2 | 1

Octet 1

UDP port number
Octet 2

The UDP Port Number field represents a port number as specified in [6] to be used for the user data
flow.
7.4.14 1P Address

The structure of the IP Addressfield is shown in Table 7-37/Q.2631.1; thefield isa variable size

field.
TABLE 7-37/Q.2631.1
Structure of the IP Address field

8 7 6 5 | a4 | 3 2 1
Field Length Octet 1
Octet 2
IP Address
Octet n

Depending on the IP version in use the length of the IP Addressfield is either 4 (IPv4 [4]) or 16
(IPv6 [5]).

The IP Address field represents an address as specified in IPv4 [4] or IPv6 [5] to be used for the
user data flow.

An |Pv4 [4] IP address written in decimal representation as d;.d.ds.d, is represented by d; in octet
2...... dsin octet 5

An | Pv6 address ([5], [11]) represented hexadecimally aswiXiyiZi:......:WgXgysZs, IS
represented by w; in the lowest order bits of octet 2...... Zgin the highest order bitsof octet 17.
7.4.15 |P Transport Protocol Identifier

The structure of the IP Transport Protocol Identifier field is shown in Table 7-38/Q.2631.1.
Table 7-38/Q.2631.1
Structure of thelP Transport Protocol | dentifier field
8 | 7 | & | s 4 | 3 | 2 | 1
Reserved Transport Protocol Octet 1
Reserved | Payload Type Octet 2

The Transport Protocol specifies whether UDP [6], or RTP [7] over UDP[6] is used for the user
data flow and has the following encoding:

0000 Spare
0001 UDP
0010 RTP over UDP
0011
to } Spare
1111
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The Payload Type specifies the RTP payload type, as defined in RFC 1889 [7] and isonly valid
when the Transport Protocol indicates RTP as one of the transport protocols. In all other cases, the
Payload Type shall be set to zero.

7.4.16 Served User Generated Reference

The structure of the Served User Generated Reference field is shown in Table 7-39/Q.2631.1; the

field isafixed size field of 4 octets.
TABLE 7-39/Q.2631.1
Structure of the Served User Generated Reference field

8 | 7 | s 5 | 4 | 3 | 2 | 1

Octet 1
Octet 2
Octet 3
Octet 4

7.4.17 Served User Transport

The structure of the Served User Transport field is shown in Table 7-40/Q2631.1; thefield isa
variable sizefield.

TABLE 7-40/Q.2631.1
Structure of the Served User Transport field
8 | 7 6 5 | 4 | 3 2 1
Field Length Octet 1
Octet 2
Served User Transport
| Octet n

The served user transport length can be from 1 to 254 octets.
7.4.18 Token Bucket Size

The structure of the Token Bucket sizefield is shown in Table 7-41/Q.2631.1; the field is afixed
sizefield of 4 octets.

TABLE 7-41/Q.2631.1
Structure of the Token Bucket Sizefield
8 | 7 6 5 | 4 | 3 2 1
Token Bucket size in the forward direction Octet 1
Octet 2
Token Bucket size in the backward direction Octet 3
Octet 4

A Token Bucket size may be used as token bucket size, in octets, associated with peak or with
sustainabl e bit rates allowed for the specified direction according to ITU-T Recommendation
Y.12211*" . Allowed values are O to 1500 octets for token bucket sizes associated with peak bit rates,
and 0 to 3200 octets for token bucket sizes associated with sustainable bit rates.

When cal culating the token bucket sizes, al transport headers are included, e.g. IP header, UDP
header and, if relevant, RTP header.

As an example, when the transport is UDP over IP, the valid range of thisfield is:
0 Token Bucket size (used in case of uni-directional connections)
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1-28 reserved

29 — 1500 Token Bucket size associated with peak or sustainable bit rates
1501 -3200  Token Bucket size associated with sustainable bit rates

3201 - 65535 spare

8 Procedure of the | PC signalling protocol

Each IP connection request shall contain an Endpoint Address which indicates the destination of the
intended IP connection instance. Thisinformation is used by the originating IPC signalling endpoint
to route the IP establish request message to the destination IPC signalling endpoint. In capability set
1, the supported address formats are: E.164 [14] and X.213[15].

It is up to the application area or the operator of a particular network to decide what addressing plan
isused in the IP network.

NOTE — Causesin the procedures defined in 8 8 specify which ITU-T standardised code should be
used in cause parameters of |PC signalling protocol messages. |mplementation dependent non-
standardised causes may be used for IPC signalling entity internal processing and for IPCU-SAP,
GST-SAP, and LM-SAP cause primitive parameters.

The following procedures may be supported as a network option:
a) Connection Priority

b) Automatic Congestion Control (see Recommendation Q.542 [16])

8.1 Compatibility
8.1.1 General requirementson receipt of unrecognised signalling information

It may occur that an IPC node receives unrecognised signalling information, i.e. messages,
parameter types or sub-field values. This can typically be caused by the upgrading of the signalling
system used by other IPC nodes in the network. In these cases the following compatibility
procedures are invoked to ensure the predictable network behaviour.

All messages and parameters shall include a compatibility field generated by the IPC signalling
entity.

The procedures to be used on receipt of unrecognised information make use of:

o compatibility field received in the same message as the unrecognised information;

o the cause parameter containing a cause value and diagnostics,

o the confusion message and the rel ease request message (maintaining the signalling association); and
[ ]

the release confirm message and the reset confirm message (terminating the signalling association).

The following causes are used:

° "message type non-existent or not implemented”;
° "information element/parameter non-existent or not implemented"; or
° "'message with unrecognised parameter, discarded".

For all the above causes a diagnostic field isincluded containing, dependant on the cause, the
message identifier and zero, one, or more pairs of parameter identifier and field number.

The procedures are based on the following assumptions:
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Since IPC nodes can be both national and international nodes, the compatibility mechanism is applicable to
the national and international network.

If an IPC node receives a confusion message, a release request message, a release confirm message or a reset
confirm message indicating an unrecognised message or parameter received, it assumes interaction with an
IPC node supporting a different functional level.

NOTE — An IPC node may be at a different functional level due to having implemented a different
capability set or another subset of the protocol specified in this Recommendation.

When an unrecognised parameter or message is received, the IPC signalling entity will find some
corresponding instructions contained in the parameter compatibility information or message
compatibility field respectively. The message compatibility field contains the instructions specific

for the handling of the complete message.

The following general rules apply to the interpretation of these instruction indicators:

a)

b)

d)

"Reserved" sub-fields of the compatibility field are not examined. They may be used by future capability sets
of this Recommendation; in this case, the future capability sets will set the currently defined instruction
indicators to a reasonable value for IPC nodes implementing the current capability set. This rule ensures that
more types of instructions can be defined in the future without creating a backward compatibility problem.

At an IPC signalling entity, the IP connection is released, using normal release procedures, if the instruction
indicator is set to "release connection”.

At an IPC signalling entity, if the instruction indicator is set to: "Discard message”, or "Discard parameter”,

the message or parameter is discarded, as instructed. If the send notification indicator is set to "send

notification", the appropriate message is issued towards the IPC signalling entity that sent the unrecognised

information:

o A confusion message is sent in response to an establish request message, an establish confirm
message or in response to an unrecognised message.

o The appropriate confirm message is sent in response to a release request message or reset request
message.

o No response is returned in response to a confusion message, release confirm message, or reset
confirm message.

For the case of an unrecognised parameter, it is possible for the instruction to require that either the
unrecognised parameter or the whole message is discarded. This provides for the case where the sending IPC
signalling entity determines that it is not acceptable for the message to continue being processed without this
parameter.

8.1.2 Proceduresfor the handling of the unrecognised messages or parameters

If the unrecognised signalling information is received, an ERROR.indication primitive with an
appropriate cause (described in the following sections) is sent to layer management.

A confusion message must not be issued in response to the following messages:

Confusion o Reset request
Release request o Reset confirm
Release confirm

Any unrecognised parameters received in the following messages are discarded:

8121

Confusion
Release confirm
Reset confirm

Unrecognised messages

Depending on the instructions received in the message compatibility field, an IPC signalling entity
receiving an unrecognised message will either:

a)

discard the message;
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b) discard the message and send notification; or

C) release the connection.

The release request in case ¢) and the confusion message in case b) shall include the cause
"Message type non-existent or not implemented"”, followed by a diagnostic field containing only the
message identifier.

8.1.2.2 Unrecognised parameters

Unexpected parameters (a parameter in the "wrong" message) are handled like unrecognised

parameters.
Depending on the instructions received in the parameter compatibility information field, an IPC signalling entity
receiving an unrecognised parameter will either:

a) discard the parameter;

b) discard the parameter and send notification;
C) discard the message;

d) discard the message and send notification; or
€) rel ease the connection.

In case b), the confusion message shall include the cause "Information element/parameter non-
existent or not implemented"” followed by a diagnostic field containing the message identifier and
containing pairs of parameter identifier and field number for each unrecognised parameter; the field
number in each pair is set to "zero".

In case d), the confusion message shall include the cause "M essage with unrecognised parameter,
discarded", followed by a diagnostic field containing the message identifier and a parameter
identifier (of the first detected unrecognised parameter which caused the message to be discarded)
and afield number set to "zero". A confusion message may refer to multiple unrecognised
parameters.

A IPC signalling entity receiving a message including multiple unrecognised parameters shall
process the different instruction indicators, associated with those parameters, according to the
following order:

1) rel ease the connection;
2) discard the message and send notification;
3) discard the message.

A release request message shall include the cause "Information element/parameter non-existent or
not implemented"” followed by a diagnostic field containing the message identifier, the parameter
identifier (of the first detected unrecognised parameter which caused the connection to be released),
and afield number set to "zero".

If arelease request message is received containing an unrecognised parameter, depending on the

instructions received in the parameter compatibility field the signalling entity will either:

o discard the parameter; or

o discard the parameter and send a cause "Information element/parameter non-existent or not implemented”, in
the release confirm message; the diagnostic field contains the message identifier and one or more pairs of
parameter identifier and field number indicating al parameters that match the cause value; the field number
of all pairs contains the null value.
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If areset request message is received containing an unrecognised parameter, depending on the

instructions received in the parameter compatibility field the IPC signalling entity will either:

° discard the parameter; or

° discard the parameter and send a cause "Information element/parameter non-existent or not implemented”, in
the reset confirm message; the diagnostic field contains the message identifier and one or more pairs of
parameter identifier and field number indicating all parameters that match the cause value; the field number
of al pairs contains the null value.

8.1.2.3 Unrecognised fields

There exists no specific compatibility information for each field. For &l fields contained in a
parameter, the compatibility information of the parameter applies.

Any value in asub-field that is marked as "spare”, "reserved" or "national use" isregarded as
unrecognised and the procedures as stated for unrecognised parameters apply except that the field
number is coded in the diagnostics field.

8.1.3 Proceduresfor the handling of responsesindicating unrecognised information has
been sent

Action taken on receipt of responses indicating unrecognised information has been sent at an
originating or terminating IPC signalling entity will depend on the connection state and the affected
service.

The definition of any procedure that is outside the basic connection set-up protocol, as defined in
this Recommendation, should include procedures for handling responses that indicate that another
IPC signalling entity has received, but not recognised, information belonging to that procedure. The
procedure receiving this response should take the appropriate actions.

The default action taken on receipt of a confusion message is to discard the message without
disrupting normal connection processing.

8.2 I P Connection Control Procedures

8.2.1 Connection Control

8.2.1.1 Successful Connection Set-up

8.2.1.1.1Actionsat Originating | PC Signalling Entity

When the IPC signalling entity receives an ESTABLISH.Request primitive from the IPC user, the
following restrictions on the optionality of the parameters of the primitive apply:

° The Preferred Transfer Capability parameter shall only be present if the Modify Support for Transfer
Capability parameter is aso present;
° If a Preferred Transfer Capability parameter is specified, it has to refer to the same transfer capability as the

Transfer Capability parameter (for example, if the Transfer Capability parameter indicates a Dedicated
Bandwidth Transfer Capability, the Preferred Transfer Capability, if present, may only indicate a Dedicated
Bandwidth Transfer Capability).

Upon reception of the ESTABLISH.Reguest primitive from the IPC user, an originating IPC
signalling entity instance is created. The originating |PC signalling entity instance analyses the
routing information and selects a route with sufficient |P resources to the destination IPC node.
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NOTE 1 — Routing typically is based on:

Addressing information,

Transfer Capability,

Automatic congestion control and the congestion level in the routing tables,
Connection Priority, and

IP Transport Type.

A local IP Transport sink address (i.e. an IP address and UDP port number) and other resources
(e.g. indicated by Transfer Capability and Connection Priority) are allocated by the originating IPC
signalling entity instance.

Under the norma condition, when the network is not congested and the originating IPC signalling entity has the
necessary resources to complete it, the connection establishment is processed without special treatments.

NOTE 2 - In times of network congestion, when the originating |PC signalling entity does not have sufficient resources
to complete all of the incoming connection establishment requests, as one option, the originating |PC signalling entity
may give preferential treatments based on the priority level. The preferential treatment should include access to reserved
network resources, e.g.:

1) the highest priority connections are given access to available network resources including the
resources reserved for highest priority connections;

2) the second highest priority connections are given access to available network resources including
the resources reserved for the second highest priority connections, except for the resources
reserved for the highest priority connections, and so on;

NOTE 3 - Allocation of reserved network resources to specific priority levelsisimplementation
specific, and is not a subject for standardisation.

A free Signalling Association Identifier is allocated and an ERQ message (establish request) is sent
to the destination 1PC node and Timer_ERQ started. The ERQ message contains a destination
signalling association identifier field set to the "unknown" value and an originating signalling
association identifier parameter. The ERQ message also contains the Transfer Capability and the
Destination IP Endpoint Address as received from the IPC user and the local IP Transport sink
address.

The Destination Endpoint Address, the Transfer Capability, the IP QoS, the IP Transport Type, the
Modify Support for Transfer Capability, the Preferred Transfer Capability, the Served User
Generated Reference and the Served User Transport shall not be modified by either originating or
terminating IPC signalling entities. The Served User Generated Reference and the Served User
Transport are parameters with significance to the IPC user only; therefore they shall not be
examined by either originating or terminating signalling entities.

The following parameters are included in the ERQ message only if they were received from the IPC
User: the Connection Priority, the Destination Endpoint Address; the Transfer Capability, the IP
QoS, the Preferred Transfer Capability, the Modify Support for Transfer Capability, the Served
User Generated Reference and the Served User Transport.

NOTE 4 — Through-connection of the transmission path at an IPC node is not specified by this
Recommendation. It may be controlled by the IPC user.

If an ECF message (establish confirm) isreceived, Timer_ERQ is stopped and an
ESTABLISH.Confirm primitive is sent to the IPC user including a Modify Support for Transfer
Capability parameter, if received. The handling of Transfer Capability and Modify Support for
Transfer Capability parametersis specified in Annex A.
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8.2.1.1.2Actionsat Terminating | PC Signalling Entity

Upon receiving an ERQ message (establish request) with the DSAID set to "unknown™, a
terminating |PC signalling entity instance is created and a Signalling Association Identifier (SAID)
is alocated.

The terminating IPC signalling entity instance checks the availability of a suitable local 1P
Transport sink address (i.e. an IP address and UDP port number) and other resources (e.g. indicated
by Transfer Capability and Connection Priority). The handling of Transfer Capability and Modify
Support for Transfer Capability parametersis specified in Annex A.

If alocal 1P Transport sink address and the other resources are available for the new |P connection,

they are allocated to the new connection.
Under the normal condition, when the network is not congested and the terminating IPC signalling entity has the
necessary resources to complete it, the connection establishment is processed without special treatments.

NOTE 1 - In times of network congestion, when the terminating IPC signalling entity does not have sufficient resources
to complete all of the incoming connection establishment requests, as one option, the terminating |PC signalling entity
may give preferential treatments based on the priority level. The preferential treatment should include access to reserved
network resources, e.g.:

1) the highest priority connections are given access to available network resources including the
resources reserved for highest priority connections;

2) the second highest priority connections are given access to available network resources including
the resources reserved for the second highest priority connections, except for the resources
reserved for the highest priority connections, and so on;

NOTE 2 - Allocation of reserved network resources to specific priority levelsisimplementation
specific, and is not a subject for standardisation.

The Destination Endpoint Address, the Transfer Capability, the IP QoS, the IP Transport Type, the
Modify Support for Transfer Capability, the Preferred Transfer Capability, the Served User
Generated Reference and the Served User Transport shall not be modified by either originating or
terminating |PC signalling entities. The Served User Generated Reference and the Served User
Transport are parameters with significance to the I1PC user only; therefore they shall not be
examined by either originating or terminating signalling entities.

An ESTABLISH.indication primitive is sent to the terminating I|PC user to inform it of the new
connection establishment request. The terminating IPC signalling entity instance shall pass the
Transfer Capability and, only if they were received in the ERQ message, the following parameters
to the terminating IPC user only if they were received in the ERQ message: the Connection Priority,
the Destination Endpoint Address; the Transfer Capability, the IP QoS, the Preferred Transfer
Capability, the Modify Support for Transfer Capability, the Served User Generated Reference and
the Served User Transport.

Upon reception of an ESTABLISH.response primitive from the IPC user, the terminating IPC
signalling entity instance acknowledges the successful 1P connection establishment by returning an
ECF message (establish confirm) to the sender of the ERQ message. The ECF message contains
both the Originating and Destination Signalling Association Identifiers and the local 1P Transport
Sink Address. If modification capability is supported the Modify Support for Transfer Capability
parameter will also be included. The handling of Transfer Capability and Modify Support for
Transfer Capability parametersis specified in Annex A.

NOTE 3 — Through-connection of the transmission path at an IPC nodes is not specified by this
Recommendation. It may be controlled by the IPC user.

8.2.1.2 Unsuccessful/Abnormal Connection Set-up
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8.2.1.2.1Actionsat Originating | PC Signalling Entity

If the allocation of alocal IP Transport sink address, the SAID, or other resources for the outgoing
IP connection described in § 8.2.1.1.1 fails, a RELEASE.Confirm primitive is returned to the IPC

user with one of the following causes:
"Unallocated (unassigned) number";
"No route to destination";

"Resource unavailable, unspecified";
“Switching equipment congestion”;
"Network out of order"; or
"Temporary failure".

If the originating IPC signalling entity cannot complete a high priority connection establishment reguest even after
application of the preferential treatment, a RELEASE.Confirm primitive is returned to the IPC user with cause
“Resource unavailable, unspecified”.

If the ERQ message (establish request) is longer than the signalling transport allows, the IPC user is informed by a
RELEASE.Confirm primitive containing the cause “Protocol error, unspecified”.

If an RLC message (release confirm) is received by the originating IPC signalling entity instance,
Timer_ERQ is stopped and the IPC user isinformed by a RELEASE.Confirm primitive containing
the cause received in the release confirm message. If the release confirm message indicates that
there has been a change in the level of congestion of the adjacent IPC node, the routing tablesin the
originating IPC node shall be updated accordingly. The absence of an Automatic Congestion
Control parameter indicates that there is no reported congestion in the adjacent IPC node, whilst if
the Automatic Congestion Control parameter is present it indicates whether congestion level 1 or 2
has been exceeded. After the routing tables have been updated, the Automatic Congestion Control
parameter is discarded.

In al of the above cases, any resources allocated to the originating IPC signalling entity instance are
released and made available for new traffic. The originating IPC signalling entity instance is
released.

If Timer_ERQ expires, the IPC user isinformed by a RELEASE.Confirm primitive containing the
cause "Recovery on timer expiry", any resources allocated to the originating IPC signalling entity
instance, and the originating IPC signalling entity instance are released, and areset procedure is
initiated (see § 8.2.2.1.1 case 2 a)).

8.2.1.2.2Actionsat Terminating | PC Signalling Entity

Upon reception of an ERQ message (establish request), if resources for the incoming 1P connection
are not available, or if the SAID allocation fails, an RLC message (rel ease confirm) is returned
containing the cause "Resource unavailable, unspecified”. If the IPC user indicates that the
establishment request has failed (reception of an RELEA SE.response primitive from the IPC user),
the terminating IPC signalling entity instance sends an RLC message to the peer IPC node,
containing the cause received from the IPC user. The terminating IPC signalling entity instance
examines the congestion level of the IPC node. If either of the two congestion thresholdsis
exceeded, an Automatic Congestion Control parameter isincluded in the RLC message, indicating
the level of congestion (congestion level 1 or 2) to the adjacent IPC node.

If the terminating IPC signalling entity cannot complete a high priority connection establishment
request even after application of the preferential treatment, an RLC message (rel ease confirm) is
returned containing the cause "Resource unavailable, unspecified”.

In all of the above cases, any resources allocated to the terminating IPC signalling entity instance
are released and made available for new traffic. The terminating IPC signalling entity instance is
released.
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8.2.1.3 Normal Connection Release

8.2.1.3.1Actions at I PC Signalling Entity that Originates the Release Request

When the IPC signalling entity instance receives a RELEA SE.Request primitive from the IPC user,
aREL message (release request) is sent and Timer_REL is started. The REL message contains the
cause received from the IPC user, which shall be "Normal, unspecified” in case of normal
connection release.

If an RLC message (release confirm) isreceived Timer_REL is stopped. If the RLC message
indicates that there has been a change in the level of congestion of the adjacent IPC node, the
routing tables in the IPC node shall be updated accordingly. The absence of an Automatic
Congestion Control parameter indicates that there is no reported congestion in the adjacent IPC
node, whilst if the Automatic Congestion Control parameter is present it indicates whether
congestion level 1 or 2 has been exceeded. After the routing tables have been updated, the
Automatic Congestion Control parameter is discarded.

Any resources allocated to the IPC signalling entity instance are released and made available for
new traffic. The IPC signalling entity instance is rel eased.

8.2.1.3.2Actions at | PC Signalling Entity that Receives the Release Request

Upon receiving a REL message (release request), a RELEASE.indication primitive is sent to the
IPC user to inform it of the connection release request. The RELEASE.indication primitive contains
the cause received in the REL message.

The IPC signalling entity instance acknowledges the successful IP connection release by returning a
RLC message (Release Confirm) to the sender of the REL message. The IPC signalling entity
instance examines the congestion level of the IPC node. If either of the two congestion thresholds
is exceeded, an Automatic Congestion Control parameter isincluded in the RLC message,
indicating the level of congestion (congestion level 1 or 2) to the adjacent 1PC node.

Any resources allocated to the IPC signalling entity instance are released and made available for
new traffic. The IPC signalling entity instance is rel eased.

8.2.1.4 Abnorma Connection Release

If Timer_REL expires, any resources allocated to the IPC signalling entity instance, and the IPC
signalling entity instance are released, and a reset procedureisinitiated (see § 8.2.2.1.1 case 2 a)).

8.2.1.5 Release Request Collision

In the case of Release Request collision, i.e. a REL messageis received by an IPC signalling entity
instance whilst waiting for aresponse to a REL message aready sent, Timer_REL is stopped and an
RLC message isimmediately returned to the peer IPC signalling entity instance. Any resources
allocated to the IPC signalling entity instance are released and made available for new traffic. The
IPC signalling entity instance is rel eased.

8.2.1.6 Successful Modification

8.2.1.6.1Actions at | PC Signalling Entity that Originatesthe Modification Request

When the IPC signalling entity instance receives a MODIFY .Request primitive from the IPC user,
the following restrictions on the optionality of the parameters of the primitive apply:

* The Transfer Capability parameter must refer to the same transfer capability as the Transfer
Capability parameter in the ESTABLISH.request primitive (for example, if the Transfer
Capability parameter in the ESTABLISH.request primitive indicated a Dedicated Bandwidth
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Transfer Capability, the Transfer Capability parameter in the MODIFY .request primitive may
only indicate a Dedicated Bandwidth Transfer Capability).

The IPC signalling entity checks the availability of resources indicated by the IPC user. If the
resources are available for the IP connection, they are reserved. A MOD message (modify request)
is sent to the peer IPC signalling entity instance and Timer_MOD is started. The MOD message
contains the Transfer Capability parameter provided by the IPC user.

If aMOA message (modify acknowledge) is received by the IPC signalling entity instance,
Timer_MOD is stopped and the reserved additional resources are allocated to the connection, or
resources no longer required for this IP connection are freed. A MODIFY .Confirm primitive is sent
to the IPC user to indicate the successful modification.

8.2.1.6.2Actions at | PC Signalling Entity that Receives the M odification Request

Upon receiving aMOD message (modify request) the IPC signalling entity instance checks the
availability of resourcesindicated in the MOD message. If the resources are available for the
connection, they are reserved.

A MODIFY .indication primitive is sent to the IPC user to inform it of the modification request. The
Transfer Capability received in the MOD message shall be passed to the IPC user.

Upon reception of aMODIFY .response primitive from the IPC user, the IPC signalling entity
instance acknowledges the successful modification by returning a MOA message (modify
acknowledge) to the sender of the MOD message. The reserved additional resources are allocated to
the connection, or resources no longer required for this IP connection are freed.

8.2.1.7 Unsuccessful Modification

8.2.1.7.1Actions at | PC Signalling Entity that Originates the Modification Request

If the required resources are not available, aMODIFY -REJECT.Confirm primitiveis returned to
the IPC user with the cause “Resource unavailable, unspecified”.

If aMOR message (modify reject) isreceived, all additional resources reserved for the modification
request are freed. A MODIFY -REJECT.Confirm primitive is sent to the IPC user with the cause
received in the MOR message.

If Timer_MOD expires, the IPC user isinformed by a RELEASE.indication primitive containing
the cause "Recovery on timer expiry”, any resources allocated to the IPC signalling entity instance,
and the IPC signalling entity instance are released, and areset procedureisinitiated (see 8§8.2.2.1.1
case 2 a)).

8.2.1.7.2Actions at | PC Signalling Entity that Receives the M odification Request

If the required resources are not available, an MOR message (modify reject) is returned to the peer
IPC node with the cause “Resource unavailable, unspecified”.

If the IPC user indicates that the modification request has failed (reception of an MODIFY -
REJECT .response primitive from the IPC user), all additional resources reserved for the
maodification request are freed and the I|PC signalling entity instance sends a MOR message to the
peer |PC node, containing the cause received from the IPC user.

8.2.1.8 Modification Collision

In the case of modification collision, i.e. aMOD messageis received by an IPC signalling entity
instance whilst waiting for aresponse to aMOD message already sent, Timer_MOD is stopped and
aMOR message isimmediately returned to the peer IPC signalling entity instance. All additional
resources reserved for the modification request are freed.
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8.2.1.9 Connection Release during Modification

When an IPC signalling entity instance receives either a REL EA SE.Request primitive from the IPC
user or a REL message (Release Request) from the peer IPC node whilst a modification request is
being processed, the IPC signalling entity instance shall continue with normal connection release
procedures.

8.2.2 Maintenance Control

8.22.1 Reset

The reset procedure isinvoked under abnormal conditions such as when the current status of the IP
connection is unknown or ambiguous, for example, an IPC node that has suffered memory
mutilation will not know the status of one or several IP connections. All the affected IP connections
and any associated resources (e.g. bandwidth, etc.) between the two adjacent |PC nodes shall be
released. The resources are made available for new traffic.

The reset procedure covers the following two cases:
1) Case 1: Reset al IP connections associated with a signalling association between two adjacent |PC nodes.

2) Case 2: Reset asingle I P connection between two adjacent 1PC nodes.

The reset procedure should be initiated when:

a) S|gnaII|ng anomalies are detected by the IPC signalling entity :-
Timer "Timer_ERQ" expiry - Action: Reset the single IP connection associated with the
originating | PC signalling entity instance.

° Timer "Timer_REL" expiry - Reset the single IP connection associated with either originating or
terminating |PC signalling entity instance.
° Timer “Timer_MOD” expiry - Reset the single | P connection associated with either originating or

terminating |PC signalling entity instance.

b) Maintenance action is required to recover from abnormal conditions such as loss or
ambiguity of association information (e.g., caused by memory mutilation) between
SAID(s) and the connection status of either a specific IP connection, or al 1P connections
associated with a signalling association between two IPC nodes - Action: Reset asingle IP
connection or al 1P connections associated with a signalling association between two
adjacent |PC nodes respectively.

The reset procedures take precedence over the modification procedures.

8.2.2.1.1Actions at Reset Initiating | PC Node

When arequest for reset is received from either layer management (viathe LM-SAP interface) or
due to atimer expiry, amaintenance IPC signalling entity instance is created and an SAID allocated
to it.

Reset procedures can be initiated to reset:
1) all IP connections associated with a signalling association between two adjacent IPC nodes,

2) asingle IP connection between two adjacent |PC nodes.

For case 1, layer management passes a RESET.Request together with the indication “All IP
connections associated with asignalling association” to the maintenance |PC signalling entity
instance. The maintenance IPC signalling entity instance starts Timer_RES and sends a RES
message (reset request) containing an indication that all 1P connections associated with asignalling
association are to be reset.
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For case 2 there are two possible sub-cases, one due to timer expiry and the other due to layer

management action:
a) After the expiry of Timer_ERQ, Timer_REL, or Timer_MOD, the IPC signalling entity starts Timer_RES
and sends a RES message (reset request) containing a specific IP Transport Sink Address.

b) Layer management passes a RESET.Request together with the indication “a specific 1P connection” to the
maintenance | PC signalling entity instance. The maintenance | PC signalling entity instance starts Timer_RES
and sends a RES message (reset request) containing the local 1P Transport Sink Address of the affected IP
connection.

In cases 1) and 2 b), the maintenance IPC signalling entity instance informs any affected IPC user
with a RELEA SE.Indication primitive with the cause "Temporary failure".

If an RSC message (reset confirm) is received, Timer_RES is stopped. Any affected resources are
made available for new connections. The SAID allocated to the maintenance IPC signalling entity
instance is released and made available for new traffic. The maintenance IPC signalling entity
instanceis rel eased.

In case 2 a), aRESET.Indication primitive with the local IP Transport Sink Address parameter is
sent to layer management; in all other cases, a RESET.Confirm primitive is sent to the layer
management.

8.2.2.1.2Actions at Reset Responding | PC Node

When a RES message (reset request) is received, a maintenance IPC signalling entity instance is

created and an SAID allocated to it.
1) If an indication that al IP connections associated with a signalling association must be reset is received, then
al 1P connections associated with a signalling association between the two adjacent |PC nodes are reset.

2) If an indication that a specific IP connection must be reset is received, only that IP connection is reset.

If resources have been assigned to any of the IP connections that are reset, any affected resources
are made available for new connections. Layer management is informed about the receipt of the
reset request by sending a RESET.Indication primitive with the same IP Transport Sink Address
parameter that was received in the RES message. Any affected |PC user isinformed with a
RELEASE.Indication primitive with the cause "Temporary failure".

A RSC message (reset confirm) is returned to the sender of the RES message, the maintenance IPC
signalling entity instance is released and the alocated SAID is made available for new traffic.

8.2.2.1.3Abnormal Reset Procedures

If the SAID allocation fails at the reset initiating |PC node, an ERROR.Indication primitive
including the cause " Switching equipment congestion” and the IPTA parameter is sent to layer
management. The maintenance IPC signalling entity instance is rel eased.

If the SAID alocation fails at the reset responding |PC node, the maintenance IPC signalling entity
instance is released and no further action is taken.

If Timer_RES expires following theinitial sending of the RES message, Timer_RES isrestarted
and the maintenance |PC signalling entity will re-send the RES message, containing the same
parameters as in the first sending of the RES message. The maintenance |PC signalling entity shall
send an ERROR.Indication primitive to layer management including the cause "Recovery on timer
expiry " and the IPTA parameter.

If Timer_RES expires following the second sending, or any subsequent sending of the RES
message, Timer_RES is restarted and the maintenance IPC signalling entity will re-send the RES
message, containing the same parameters as in the first sending of the RES message.
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Upon receiving a STOP-RESET.Request primitive with adjacent ANI identifier and IP Transport
Sink Address parameters from layer management, Timer_RES is stopped. Any affected resources
are made available for new connections. The SAID allocated to the maintenance |PC signalling
entity instance, and the maintenance |PC signalling entity instance, are released and made available
for new traffic.

8.2.2.2 Transmission Fault Handling

Fully digital transmission systems are provided between all IPC nodes. They have some inherent
fault indication features that give an indication to the IPC node when faults are detected on the
transmission level. On receipt of afault indication from layer management, the routing function in
the node inhibits selection of affected IP Transport Sink Addresses for the period that the fault
condition persists. No special action isrequired for active IP connections.

8.2.2.3 IPC Signalling Congestion Control

On receipt of a CONGESTION.Indication primitive from the generic signalling transport service,
the IPC signalling entity instance should alter traffic load (e.g. connection attempts) toward the
affected |PC nodes to align with the congestion level indicated by the primitive.

8.2.2.4 Adjacent IPC Node Availahility

On receipt of an OUT-OF-SERV ICE.Indication primitive from the generic signalling transport
service, the following action is required:

All IP Transport Sink Addresses associated with the affected adjacent |PC node are marked as
unavailable in the routing function prohibiting new connection establishments to that IPC node.
Already established IP connections need not be released even though signalling messages cannot be
sent to the affected 1PC node.

On receipt of an IN-SERVICE.Indication primitive from the generic signalling transport service, the
following action is required:

All IP Transport Sink Addresses associated with the affected adjacent |PC node are again marked
available in the routing function. Reset procedures that may have started during the period of
signalling isolation continue and ensure that affected |P connections are returned to an state
whereby the resources are available for new IP connections. Already established IP connections are
unaffected.

8.3 General Protocol Rules

8.3.1 Error Handling

If aparameter is present more than once in a message where this parameter is allowed only once,
only the first parameter shall be processed; all subsequent instances of the parameter shall be
ignored.

When receiving a message, which does not contain the minimum set of parameters, required to
continue processing, a protocol error is reported to layer management with an ERROR.Indication
primitive with a cause "Mandatory information element is missing" and the message is discarded.

8.3.2 Handling of signalling association identifiers

The following rules relating to Signalling Association Identifiers (SAID) apply:

° The IPC signalling entity instance that does not issue the value of such afield is not allowed to modify it but
shall use it in the destination signalling association identifier field in the header of a messages directed
towards the issuer.
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° When a message is received at the generic signalling transport service access point (GST-SAP), the
destination signalling association identifier field of the incoming message is used to distribute the messages
to the appropriate | PC signalling entity instance.

° If areceived message contains a destination signalling association identifier set to the "unknown" value and
an originating signalling association identifier, a new terminating IPC signalling entity instance or a new
maintenance IPC signalling entity instance is created and marked with a newly alocated signalling
association identifier. The originating signalling association identifier parameter in the first response message
issued by the new IPC signalling entity instance will inform the peer IPC signalling entity instance of the
newly allocated signalling association identifier.

° If an IPC signalling entity instance sends a message to its peer IPC signalling entity instance, the message
includes the signalling association identifier of the peer in the destination signalling association identifier
field.

° If a new maintenance IPC signalling entity instance is created as a result of an incoming maintenance

message, no signalling association identifier is allocated for it and no originating signalling association
identifier parameter is conveyed to the peer IPC signalling entity instance in the first (and only) message
issued by the new maintenance |PC signalling entity instance.

The sequence control parameter of the TRANSFER.Request primitive across the GST-SAPis
allocated on a cyclic basis per |PC signalling entity instance.

All messages are sent in a TRANSFER.Request primitive. All messages are received in a
TRANSFER.Indication primitive.

8.3.3 General protocol error handling

If amessageisreceived that istoo short to contain a complete message (i.e. less than 6 octets), it
shall be ignored.

The message is discarded and layer management informed with an ERROR.Indication in the
following cases:

° If the parameter length points beyond the end of the message - cause "M essage with unrecognised parameter,
discarded" isindicated.

° If the field length points beyond the end of the parameter - cause "Message with unrecognised parameter,
discarded" isindicated.

° If an unrecognised message containing a destination signalling association identifier set to the "unknown"

value - cause "M essage type non-existent or not implemented” is indicated.

NOTE — If an unrecognised message containing a valid destination signalling association identifier is
received, the message is conveyed to the addressed IPC signalling entity instance as if it were a recognised

message.

° If the message contains a destination signalling association identifier with an illegal/invalid value - cause
"Invalid information element contents” is indicated.

° If the message is considered unexpected by the signalling procedures - cause "Invalid message, unspecified"
isindicated.

° If a mandatory originating signalling association identifier parameter is not present - cause "Mandatory

information element ismissing" is indicated.

° If the originating signalling association identifier field is set to "zero" - cause "Invalid information element
contents” is indicated.

84 List of timers
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The timers used in the procedures described in 8 8.2 are listed in Table 8-1/Q.2631.1 together with a
timeout value range, their cause for setting the timer, resetting the timer, and the action at expiry of

the timer.
Table 8-1/Q.2631.1

List of Timers
Time-
Timer out [Causefor initiation [ Normal termination |At expiry
value
Timer ERQ 5-30s | When an ERQ At the receipt of Release all resources and the | P connection,
- (t1) message is sent ECF message send RES message.
Timer REL 2-60 s | When an REL At the receipt of Release resources,
- (t2) message is sent RL C message send RES message.
i . At first expiry: Repeat RES message,
Timer_RES (2t36)0 s \r;Vhen agilzgt étstg?nreca p(teof restart Timer_RES, inform layer management.
J g At subsequent expiry: Repeat RES message,
restart Timer_RES.
Timer MOD 5-30s | WhenaMOD At the receipt of Release all resources and the | P connection,
- (t6) message is sent MOA message send RES message.

NOTE - In the diagnostic field associated with a cause field indicating “ Recovery on timer expiry”, the timer number is
included. Timer_ERQ is coded asthe |A5 character “1”; Timer_ MOD is coded as the A5 character “6”.
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Annex A

Handling of the Transfer Capability
in conjunction with the Connection Set-up and Modification procedures
(This Annex forms an integral part of this Recommendation.)

NOTE —In this Annex the terms “ Transfer Capability” and “Preferred Transfer Capability” and the abbreviations“TC”
and “PTC” do not distinguish between the different types of Transfer Capabilities, i.e. Dedicated Bandwidth and
Statistical Bandwidth.

Al Preferred Transfer Capability parameter present
When an Establish Request (ERQ) message includes the following parameters:

° Preferred Transfer Capapbility (PTC),
° Transfer Capability (TC), and
° Modify Support for Transfer Capability (MSTC),

the Connection Admission Control at all IPC nodes shall initialy be based on the most demanding
of the Preferred Transfer Capability and the Transfer Capability (“max PTC/TC”). The concept of
“demanding” depends on the Connection Admission Control algorithm in use, which is outside the
scope of this Recommendation.

At aterminating IPC node the following applies:
Upon reception of the ESTABLISH.response primitive from the IPC user, the existence of a Modify Support for
Transfer Capability parameter is checked :-

- If the IPC user indicates that modification is supported, the Preferred Transfer Capability is used for Connection
Admission Control, and the ECF message (establish confirm) shall contain the Modify Support for Transfer
Capability parameter.

- If the IPC user indicates that modification is not supported, the Transfer Capability is used for Connection
Admission Control, and the ECF message (establish confirm) shall not contain the Modify Support for Transfer
Capability parameter.

At an originating IPC node the following applies:
Upon reception of the ECF message (establish confirm) the existence of a Modify Support for Transfer Capability
parameter is checked :-

- If the ECF message contains a Modify Support for Transfer Capability parameter, the Preferred Transfer Capability
is used for Connection Admission Control, and the ESTABLISH.confirm primitive sent to the originating 1PC user
shall contain the Modify Support for Transfer Capability parameter.

- If the ECF message does not contain a Modify Support for Transfer Capability parameter, the Transfer Capability
is used for Connection Admission Control, and the ESTABLISH.confirm primitive sent to the originating 1PC user
shall not contain the Modify Support for Transfer Capability parameter.

A.2. Preferred Transfer Capability parameter not present

When an Establish Request (ERQ) message includes the following parameters:
° Transfer Capability (TC), and
° Modify Support for Transfer Capability (MSTC),

the Connection Admission Control at all IPC nodes shall be based on the Transfer Capability.

At aterminating IPC node the following applies:
Upon reception of the ESTABLISH.response primitive from the IPC user, the existence of a Modify Support for
Transfer Capability parameter is checked :-

- If the IPC user indicates that modification is supported, the ECF message (establish confirm) shall contain the
Modify Support for Transfer Capability parameter.
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- If the IPC user indicates that modification is not supported, the ECF message (establish confirm) shall not contain
the Modify Support for Transfer Capability parameter.

At an originating |PC node the following applies:
Upon reception of the ECF message (establish confirm) the existence of a Modify Support for Transfer Capability
parameter is checked :-

- If the ECF message contains a Modify Support for Transfer Capability parameter, the ESTABLISH.confirm
primitive sent to the originating IPC user shall contain the Modify Support for Transfer Capability parameter.

- If the ECF message does not contain a Modify Support for Transfer Capability parameter, and the
ESTABLISH.confirm primitive sent to the originating IPC user shall not contain the Modify Support for Transfer
Capability parameter.
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New ITU-T Recommendation Q.2630.3

AAL Type 2 Signalling Protocol (Capability Set 3)

(Geneva, September 2003)

1 Scope

This Recommendation describes the AAL type 2 signalling protocol that supports the dynamic establishment and
release of individual AAL type 2 point-to-point connections. It also describes the maintenance procedures, the
framework of the protocol, and the interactions between an AAL type 2 signalling protocol entity and:

. The signalling protocol user;
° A signalling transport converter; and
d Layer management.

This Recommendation also describes the connection states, messages, parameters, timers, local, and peer-to-peer
procedures used for the control of those connections. The scope of this Recommendation is illustrated in Figure 1-
1/Q.2630.3. The AAL type 2 signalling protocol can be deployed over arange of signalling transport protocol stacks.

This Recommendation is based on the requirements defined in ITU-T Technica Report TRQ.2402!* “Signalling
Requirements for AAL type 2 Link Control Capability Set 3”.
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NOTE 1 - The entities and Service Access Points (SAP) bounded by the gray broken line indicate the extent of the definitions
specified in this Recommendation.
NOTE 2 - There are cases where the AAL type 2 served user is not present.

FIGURE 1-1/Q.2630.3

Functional architecture of the AAL type 2 signalling
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3 Definitions
This Recommendation is based upon the concepts developed in I TU-T Recommendations X.200™ and X.210.
In addition, for the purpose of this Recommendation, the following definitions apply:

AAL type 2 channel: A concept used in ITU-T Recommendation 1.363.2! to describe transport of CPS-packets™
associated in acommon unique identifier value called CID onan ATM VCC.

AAL type 2 connection: The logical concatenation of one or more AAL type 2 links between two AAL type 2 service
endpoints.

AAL type 2 connection resource: Describe the attributes of the AAL type 2 links making up the connection, and the
Service Specific Convergence Sublayer resources used at the AAL type 2 service endpoints.

AAL type 2 link: The logical user plane communication facility between two adjacent AAL type 2 switching points or
service endpoints. An AAL type 2 link is designated by a single CID value.

AAL type 2 link characteristics: Information that describes the attributes of the AAL type 2 link.

NOTE 1 — In this Recommendation, AAL type 2 link characteristics are only used for backward compatibility, i.e., for
interworking with AAL type 2 nodes that conform only to ITU-T Recommendations Q.2630.11** or Q.2630.2 (see
Annex C).

AAL type 2 node: An AAL type 2 service endpoint or an AAL type 2 switch.

AAL type 2 path: An ATM VCC between two adjacent AAL type 2 nodes. This ATM VCC can either be an SVC,
SPVC, or PVC.

AAL type 2 path identifier: The identifier of the AAL type 2 path.

AAL type 2 requested path type: Information that describes the AAL type 2 path type. These path types may be
“stringent class’, “tolerant class’, or “stringent bi-level class’ (see ITU-T Recommendation 1.356!*%).

AAL type 2 service endpoint: A termination point of an AAL type 2 connection.
AAL type 2 served user: The user of an AAL type 2 signalling protocol.

AAL type 2 signalling protocol: Control plane functions for establishing and releasing AAL type 2 connections and
the maintenance functions associated with the AAL type 2 signalling.

AAL type 2 signalling transport: A facility for carrying AAL type 2 signalling messages.
AAL type 2 signalling endpoint: The termination point of an AAL type 2 signalling transport.
AAL type 2 switch: A system capable of switching AAL type 2 connections.

AAL type 2 transfer capability: Information that describes the attributes of the AAL type 2 link according to ITU-T

Recommendation 1.378™.

NOTE 2 — The attributes of the AAL type 2 link as described by AAL type 2 transfer capability parameters are
intended to replace the attributes of the AAL type 2 link as described by AAL type 2 link characteristics parameters.
The AAL type 2 transfer capability may describe the attributes of the AAL type 2 link in greater detail than the AAL
type 2 link characteristics.

ATM layer signalling: Control plane functions for establishing, clearing and maintaining ATM VCCs.

ATM VCC: Thelogical concatenation of one or more ATM virtual channel links between two ATM service endpoints.
Connection resour ce: (See AAL type 2 connection resource)

CS1 node: An AAL type 2 node conforming to capability set 1 (see ITU-T Recommendation Q.2630.11™%).
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CS1 service endpoint: An AAL type 2 service endpoint conforming to capability set 1 (see ITU-T Recommendation

Q.2630.11™%).

CSl switch: An AAL type 2 switch conforming to capability set 1 (see ITU-T Recommendation Q.2630.1™).

CS2 node: An AAL type 2 node conforming to capability set 2 (see ITU-T Recommendation Q.2630.21*%).

CS2 service endpoint: An AAL type 2 service endpoint conforming to capability set 2 (see ITU-T Recommendation
Q.2630.21%).

CS2 switch: An AAL type 2 switch conforming to capability set 2 (see ITU-T Recommendation Q.2630.2°).

CS3 node: An AAL type 2 node, switch, or service endpoint conforming to capability set 3 (defined in this
Recommendation).

CS3 service endpoint: An AAL type 2 service endpoint conforming to capability set 3 (defined in this Recommenda-
tion).

CS3 switch: An AAL type 2 switch conforming to capability set 3 (defined in this Recommendation).
Field: Information carried in a parameter in a message. A field can have fixed or variable length data.

Generic signalling transport: The function that enables an AAL type 2 signalling entity to communicate with a peer
AAL type 2 signalling entity independently of the underlying signalling transport.

Link Associated Signalling Relationship: A logical signalling relationship that is established during AAL type 2
connection establishment between two protocol entities in adjacent AAL type 2 nodes associated with the AAL type 2
link as part of the connection. A link associated signalling relationship is uniquely identified by a pair of Signalling
Association Identifiers (Originating and Destination) within a signalling transport association and for the time the link
exists.

Link characteristics: (See AAL type 2 link characteristics.)

Network default stringent QoS class: A stringent QoS class as defined in ITU-T Recommendation 1.356™ and as
deployed in a network operating with signalling defined in I TU-T Recommendation Q.2630.11*%.

Nodal function: The functions that provide the bridge between incoming and outgoing protocol entities, perform the
routing, and keep track of the AAL type 2 path resources.

Parameter: Information carried in a message. A parameter has a fixed, defined set of fields.
Path identifier: See AAL type 2 path identifier.

Protocol entity: The functions performed within an AAL type 2 signalling entity that relate to the exchange of AAL
type 2 signalling information.

Requested path type: (See AAL type 2 requested path type)

Signalling Transport Association: A signalling capability that exists between two adjacent AAL type 2 nodes to
control the AAL type 2 connections that may exist in one or more AAL type 2 paths. There may be one or more
signalling transport associations between two adjacent AAL type 2 nodes.

Signalling transport: A signalling link or network that connects two AAL type 2 nodes.

Signalling transport converter: A function that converts the services provided by a particular signalling transport to
the services required by the generic signalling transport.

Subfield: The smallest unit of information in afield that has its own functional meaning.
Transfer capability: (See AAL type 2 transfer capability)
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4 Abbreviations
A2P AAL type 2 Path Identifier MSSS|
A2SU  AAL type 2 Served User MTP3b
AAL ATM Adaptation Layer NF
ACC Automatic Congestion Control NNI
AESA  ATM End System Address NSAP
AMR Adaptive Multi-rate Codec 0]
ANI Adjacent AAL type 2 Node Identifier OA2EA
ATM Asynchronous Transfer Mode
ATM VCC ATM Virtual Channel Connection OESEA
BCD Binary Coded Decimal
BLC Block Confirm Message ONSEA
BLO Block Request Message
CAS Channel Associated Signalling OSAID
CAU Cause Parameter
CEID AAL type 2 Connection Element Identifier Oul
CFN Confusion Message PFBW
CID Channel Identifier PLC
CMD Circuit Mode Data PSSCS
CP Connection Priority PSSIAE
CPHL CPS Packet Header Overhead Length
CPS (AAL type 2) Common Part Sublayer PSSIME
CSs Capability Set
CS1 Capability Set 1 (Q.2630.1™) PT
CS2 Capability Set 2 (Q.2630.21*¢) PTC
Cs3 Capahility Set 3 (this Recommendation) PVBWS
DA2EA Destination AAL type 2 Service Endpoint PVBWT
Address (Note 1) PvC
DESEA Destination E.164 Service Endpoint Address RC
Parameter (Note 1) REL
DNSEA Destination NSAP Service Endpoint Address  RES
Parameter (Note 1) RLC
DSAID Destination Signalling Association Identifier RSC
DTMF  Dua Tone Multi-Frequency SAAL
ECF Establish Confirm Message SAID
ERQ Establish Request Message SAP
FAX Demodulated Facsimile Data SAR
FBW Fixed Bandwidth Transfer Capability SDL
FRM Frame Mode Data SbuU
GST Generic Signalling Transport SPVC
HBXx Header Bit Rate associated with x SSCOP
HC Hop Counter SSCS
ID [dentifier SSCS
IEC International Electrotechnical Commission SSIA
|IEEE The Ingtitute of Electrical and Electronics
Engineers SSIAE
ISO International Standards Organization
LB L oopback SSIM
LC Link Characteristics (Note2)
LM Layer Management SSIME
LSB Least Significant Bit
M Mandatory SSISA
MF-R1  Multi-Frequency R1
MF-R2  Multi-Frequency R2 SSISU
MOA Modification Acknowledge message
MOD Modification Request message SSSAR

MOR Modification Reject message

Modify Support for SSCS Information

Message Transfer Part level 3 using Q.2140%

Nodal Function

Network-Network Interface

Network Service Access Point

Optional

Origination AAL type 2 Service Endpoint
Address

Origination E.164 Service Endpoint Address
Parameter

Origination NSAP Service Endpoint Address
Parameter

Originating Signalling Association Identifier
(Parameter)

Organizational Unique Identifier

Preferred FBW

Preferred Link Characteristics

Preferred SSCS Information

Preferred Service Specific Information
(Audio Extended)

Preferred Service Specific Information
(Multirate Extended)

Path Type

Preferred Transfer Capability

Preferred VBWS

Preferred VBWT

Permanent Virtual Channel

Rate Control

Release Request Message

Reset Request Message

Release Confirm Message

Reset Confirm Message

ATM Adaptation Layer for Signalling

Signalling Association Identifier

Service Access Point

Segmentation and Reassembly (Sublayer)

Specification and Description Language

Service Data Unit

Soft PVC

Service Specific Connection Oriented Protocol

Service Specific Convergence Sublayer

SSCS Information

Service Specific Information (Audio)
Parameter

Service Specific Information (Audio
Extended)

Service Specific Information (Multirate)
Parameter

Service Specific Information (Multirate
Extended)

Service Specific Information (SAR-assured)
Parameter

Service Specific Information (SAR-unassured)
Parameter

Segmentation and Reassembly Service Specific
Convergence Sublayer
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MSB Most Significant Bit STC Signalling Transport Converter
MSLC  Modify Support for Link Characteristics SUCI Served User Correlation ID
SUGR  Served User Generated Reference uBC Unblock Confirm Message
SUT Served User Transport UBL Unblock Request Message
SvC Switched Virtual Channel UNI User-Network Interface
SYN Synchronization of changein SSCS uu User-user

operation VBWS  Variable Bandwidth Stringent Transfer
TAR Temporary Alternative Routing Capability
TC Transfer Capability VBWT  Variable Bandwidth Tolerant Transfer
TCC TAR Controlled Connection Capability
TCl Test Connection Indication VCC Virtual Channel Connection
TCS Transfer Capability Support VPC Virtual Path Connection

TED Transmission Error Detection

NOTE 1 — In ITU-T Recommendations Q.2630.11*® and Q.2630.2*® the abbreviation A2EA was used instead of
DAZ2EA, ESEA instead of DESEA, and NSEA instead of DNSEA.

NOTE 2 — In ITU-T Recommendation Q.2630.11** the abbreviation ALC was used instead of LC.

5 General framework of the AAL type 2 signalling protocol

The AAL type 2 signalling protocol provides the signalling capability to establish, release and maintain AAL type 2
point-to-point connections across a series of ATM VCCs that carry AAL type 2 links. These services are accessible via
the AAL type 2 served user service access point (A2SU-SAP).

The AAL type 2 signalling protocol also provides maintenance functions associated with the AAL type 2 signalling.

An AAL type 2 signalling endpoint shall be able to control AAL type 2 links on more than one AAL type 2 path. These
AAL type 2 paths may be contained on different ATM VPCs, which in turn may be carried on different ATM physical
interfaces.

Two peer AAL type 2 signalling entities rely on the generic signalling transport service to provide assured data transfer
between them and service availability indications. These services are accessible via the Generic Signalling Transport
Service Access Point (GST-SAP).

NOTE — Primitives over the A2SU-SAP, GST-SAP, and LM-SAP are used for descriptive purpose only. They do not
imply a specific implementation.

Both peer AAL type 2 signalling entities provide the same set of services.

The AAL type 2 signaling entity is subdivided into protocol entities and noda functions as shown in Figure
5-1/Q.2630.3. At each AAL type 2 service endpoint, the AAL type 2 signalling entity communicates with the AAL type

2 served user. At an AAL type 2 switch, the AAL type 2 signalling entity does not communicate with an AAL type 2
served user.
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NOTE — In every AAL type 2 node, a signalling transport converter instance is associated with each AAL type 2
signalling transport.
FIGURE 5-1/Q.2630.3
AAL type 2 signalling protocol reference ar chitecture

Protocol Entities define the interactions between two adjacent AAL type 2 nodes. AAL type 2 messages are exchanged
between peer protocol entities using the generic signalling transport service.

The AAL type 2 signalling is independent of the signalling transport, although an assured data transport is required and
a message size limit applies. The Generic Signalling Transport Service used is defined in ITU-T Recommendation
Q.2150.0"?. To adapt the Generic Signalling Transport Services to a specific signalling transport service, a signalling
transport converter may be needed. The specification of signalling transport converters is beyond the scope of this
Recommendation (see ITU-T Recommendation Q.2150.1%3, ITU-T Recommendation Q.2150.2%, and ITU-T
Recommendation Q.2150.31%%).

The protocol entity is divided into several procedures as shown in Figure 5-2/Q.2630.3.
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Protocol entity
Outgoing Incoming Maintenance
protocol protocol protocol
procedures procedures procedures

T11104340-99
FIGURE 5-2/Q.2630.3
Internal structure of the AAL type 2 signalling protocol entity

The outgoing protocol procedures provide the mechanism to initiate an AAL type 2 connection request. The incoming
protocol procedures are applied when a request for an AAL type 2 connection is received from a peer entity. Both of
these procedures provide for the orderly release of an AAL type 2 connection. The maintenance protocol procedures
provide the mechanisms to align the status of the AAL type 2 resources at the two adjacent AAL type 2 nodes and the
procedures to block and unblock an AAL type 2 path.

The unrecognized information procedures in the nodal function as well as in the protocol entities provide the forward
compatibility mechanism which enables extension of the protocol in the future.

The nodal function provides the bridge between incoming and outgoing protocol entities, performs the routing
functionality, and keeps track of the AAL type 2 path resources.

5.1 Interface between the AAL type 2 signalling entity and the AAL type 2 served user
5.1.1 Service provided by the AAL type 2 signalling entity

The AAL type 2 signalling entity provides the following servicesto the AAL type 2 served user across the A2SU-SAP:

° Establishment of AAL type 2 connections,
° Release of AAL type 2 connections, and
° Modification of AAL type 2 connection resources.

The AAL type 2 signalling protocol entity isindependent of the AAL type 2 served user.

5.1.2 Primitives between AAL type 2 signalling entities and the AAL type 2 served user
The A2SU-SAP primitives are used:

1) by the originating served user to initiate AAL type 2 connection establishment and by the originating and
destination served usersto initiate the release of a connection;

2) by the AAL type 2 signalling entities to indicate an incoming connection to the destination served user and
notifying either the originating or destination served user of the release of a connection;

3) by the modification sending served user to originate, and the modification receiving served user to respond
to, an AAL type 2 connection resource modification request; and

4) by the AAL type 2 signalling entities to indicate a modification of the AAL type 2 connection resource to the
modification receiving served user and notify the modification originating served user of the successful or
unsuccessful modification.

NOTE — When sending a primitive between the signalling protocol and its user, the primitive needs to be associated
with a particular AAL type 2 connection instance. The mechanism used for this binding is considered to be an
implementation detail and therefore is outside the scope of this Recommendation.

The services are provided through the transfer of primitives which are summarized in Table 5-1/Q.2630.3, and are
defined after the table.

The AAL type 2 served user passes information in parameters in the primitives. Some of those parameters are manda-
tory and some are optional; the appropriate usage of the parametersis described in § 8.
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TABLE 5-1/Q.2630.3

Primitives and parameter s exchanged between the AAL type 2 signalling entitiesand the AAL type 2 served user

Primitive Type
Generic Name Request Indication Response Confirm
ESTABLISH DAZ2EA, OAZ2EA, OAZ2EA, Not defined TCS,MSLC, MSSSI

SUGR, SUT, SUGR, SUT,

TC, PTC, TCS, TC, PTC, TCS,
LC, PLC, MSLC, LC, PLC, MSLC,
SSCS, PSSCS, MSSS, | SSCS, PSSCS, MSSS,

PT, CP, TCI PT, CP, TCI
RELEASE Cause Cause Not defined Cause
MODIFY TC, LC, SSCS, TC, LC, SSCS, SuUCl SUCl

SUCI SUCI

MODIFY-REJECT Not defined Not defined Not defined Cause
a) ESTABLISH.request:

b)

d)

€)

f)

9)

h)

k)

This primitive is used by the AAL type 2 served user to initiate the establishment of a new AAL type 2
connection, and optionaly request the capability for subsequent modification to be performed on the
reguested connection.

ESTABLISH.indication:

This primitive is used by the AAL type 2 signalling entities to indicate that an incoming connection has been
successfully established, and optionally indicate that the incoming connection is capable of subsequent
modification.

ESTABLISH.confirm:

This primitive is used by the AAL type 2 signalling entities to indicate that the connection (which was
previously requested by the served user) has successfully been established and optionally indicate that the
established connection is capable of subsequent modification.

RELEASE.request:
This primitiveis used by the AAL type 2 served user to initiate clearing of an AAL type 2 connection.

REL EASE.indication:
This primitive is used by the AAL type 2 signalling entities to indicate that an AAL type 2 connection has
been released.

REL EASE.confirm:
This primitive is used as a negative acknowledgement for an ESTABLISH.request.

MODIFY .request:
This primitive is used by the AAL type 2 served user to originate the modification of the AAL type 2
connection resource.

M ODIFY .indication:
This primitive is used by the AAL type 2 signalling entities to indicate that the modification of the AAL type
2 connection resource has been successfully performed.

MODIFY .response:
This primitive is used by the AAL type 2 served user to respond to the modification of the AAL type 2
connection resource.

MODIFY .confirm:
This primitive is used by the AAL type 2 signalling entities to indicate that the AAL type 2 connection
resource modification (which was previously requested by the served user) has successfully been performed.

MODIFY-REJECT .confirm:
This primitive is used by the AAL type 2 signalling entities to indicate that the AAL type 2 connection
resource modification (which was previously requested by the served user) has been rejected.
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a)

b)

f)

9)

h)

k)
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Parameters between AAL type 2 signalling entities and the AAL type 2 served user

Destination AAL type 2 Service Endpoint Address (DA2EA)
This parameter carries the service endpoint address of the destination. It can have the form of an E.164
address or an NSAP address.

Origination AAL type 2 Service Endpoint Address (OA2EA)
This parameter carries the service endpoint address of the origination. It can have the form of an E.164
address or an NSAP address.

Served User Generated Reference (SUGR)
This parameter carries a reference provided by the originating AAL type 2 served user and this reference is
transported unmodified to the destination served user.

Served User Transport (SUT)
This parameter carries the served user data that is transported unmodified to the destination served user.

Transfer Capability (TC)
This parameter gives an indication of the AAL type 2 transfer capability required for the AAL type 2
connection. This parameter can have the form of either:

° Fixed Bandwidth Transfer Capability, or
° Variable Bandwidth Stringent Transfer Capability, or
° Variable Bandwidth Tolerant Transfer Capability.

Preferred Transfer Capability (PTC)

This parameter gives an indication that the AAL type 2 Transfer Capability shall be set as indicated in this
parameter if the modification of the AAL type 2 Transfer Capability is permitted. This parameter can have
the form of either:

° Preferred Fixed Bandwidth Transfer Capability, or
° Preferred Variable Bandwidth Stringent Transfer Capability, or
° Preferred Variable Bandwidth Tolerant Transfer Capability.

Transfer Capability Support (TCS)
This parameter gives an indication whether Transfer Capabilities are supported by all AAL type 2 nodes of
the AAL type 2 connection.

Link Characteristics (LC)
This parameter gives an indication of the resources required for the AAL type 2 connection and is used only
for AAL type 2 path selection and connection admission control.

Preferred Link Characteristics (PLC)
This parameter gives an indication that the Link Characteristics shall be set as indicated in this parameter if
the modification of the Link Characteristicsis permitted.

M odify Support for Link Characteristics (M SLC)

This parameter gives an indication that the AAL type 2 Link Characteristics of the AAL type 2 connection
may need to be modified during the lifetime of the AAL type 2 connection (ESTABLISH.request) or is
permitted to be modified (ESTABLISH.indication and ESTABLISH.confirm).

SSCS Information (SSCS)

This parameter identifies the type and the capabilities of an AAL type 2 SSCS protocol. This parameter can
have the form of either:

Service Specific Information (Multirate) (see I TU-T Recommendation 1.366.2!*%),

Service Specific Information (Audio) (see ITU-T Recommendation 1.366.2!*%),

Service Specific Information (Multirate Extended) (see note 1),

Service Specific Information (Audio Extended) (see note 1), or

Service Specific Information (SAR) (see ITU-T Recommendation 1.366.1!%) with or without the
additional parameters necessary for the assured data transfer.

NOTE 1 — Multirate Extended and Audio Extended are used in this Recommendation to support the services
of the U-Plane definitions of the 2000 version of ITU-T Recommendation 1.366.21*. The (non-extended)
Multirate and Audio are retained for backward compatibility with ITU-T Recommendation Q.2630.1™!. For
example, the Audio Extended form of the SSCS Information parameter in this Recommendation (see §



m)

n)

0)

p)

a)
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7.4.19) adds support for LB, RC, and SYN that were added as U-Plane functions in the 2000 version of 1TU-
T Recommendation 1.366.2.

Preferred SSCS Information (PSSCS)

This parameter gives an indication that the SSCS Information shall be set asindicated in this parameter if the
modification of the SSCS Information is permitted. This parameter can have the form of either:

° Preferred Service Specific Information (Multirate Extended) (see note 2), or

° Preferred Service Specific Information (Audio Extended) (see note 2).

NOTE 2 — Multirate Extended and Audio Extended are used in this Recommendation to support the services
of the U-Plane definitions of the 2000 version of ITU-T Recommendation 1.366.21*. The (non-extended)
Multirate and Audio are retained for backward compatibility with ITU-T Recommendation Q.2630.1™!. For
example, the Audio Extended form of the SSCS Information parameter in this Recommendation (see §
7.4.19) adds support for LB, RC, and SYN that were added as U-Plane functions in the 2000 version of 1 TU-
T Recommendation 1.366.2*4.

Modification of Frame Mode Data as specified in ITU-T Recommendation 1.366.2™, or modification of
SAR as specified in ITU-T Recommendation 1.366.1 is outside the scope of this Recommendation.

M odify Support for SSCS Information (M SSSI)

This parameter gives an indication that the SSCS Information of the AAL type 2 connection may need to be
modified during the lifetime of the AAL type 2 connection (ESTABLISH.request) or are permitted to be
modified (ESTABLISH.indication and ESTABLISH.confirm).

Path Type (PT)
This parameter indicates a request for an AAL type 2 path with a specified Quality of Service.

Connection Priority (CP)
This parameter carries information sent in the forward direction to indicate the priority level of the
connection request.

Test Connection Indicator (TCI)
By its presence, this parameter indicates that the AAL type 2 connection to be established is a test con-
nection.

Cause
This parameter describes the reason for the release of the AAL type 2 connection. It also may indicate the
reason why an AAL type 2 connection could not be established or a modification was rejected.

Served User Correlation ID (SUCI)

This parameter carries the SSCS correlation ID (as specified in ITU-T Recommendation 1.366.21*) during
the modification of SSCS information and is transported unmodified to the destination or origination served
user.
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5.2 Interface between the AAL type 2 signalling entity and the generic signalling
transport

5.2.1.  Service provided by the generic signalling transport service

The Generic Signalling Transport Service is specified in ITU-T Recommendation Q.2150.0"2. For convenience, a
summary of the primitives for accessing the service is reproduced in Table 5-2/Q.2630.3. In the event of any difference
between this table and the definitions in ITU-T Recommendation Q.2150.0, the definitions in ITU-T Recommendation
Q. 2150.0 take precedence.

TABLE 5-2/Q.2630.3
Primitives and parameters of the Generic Signalling Transport Sublayer

Primitive Type
Generic Name Request Indication Response Confirm
START-INFO not defined Max_Length not defined not defined
CIC_Control
IN-SERVICE not defined Level not defined not defined
OUT-OF-SERVICE not defined (Note 1) not defined not defined
CONGESTION not defined Level not defined not defined
TRANSFER Sequence Control not defined not defined
STC User Data STC User Data
Priority (Note 2) Priority (Note 2)
NOTES
1 This primitive has no parameters

2 This parameter is a national option (and the use of this parameter is not supported by all signaling transports)

On the establishment of a signalling transport converter entity and the respective signalling transport converter user
entity, for example at power up, the initial conditions is the same as if an OUT-OF-SERVICE.indication primitive had
been conveyed across this SAP. Also at this time the START-INFO.indication is sent to the signalling entity.

NOTE — The CIC_Control parameter of the START-INFO.indication isignored by the AAL type 2 signalling entity.

5.2.2 State transition diagram for sequences of primitives of the generic signalling transport service

This subclause defines the constraints on the sequences in which the primitives may occur at the layer boundaries of the
generic signalling transport service. The sequences are related to the states at one generic signalling transport endpoint
between the generic signalling transport service provider and its user. The possible overall sequences of primitives are
shown in the state transition diagram, Figure 5-3/Q.2630.3.

( Start

Out of
Service

=

IN-SERVICE.indication

In
Service

START-INFO.indication OUT-OF-SERVICE.indication

TRANSFER.request TRANSFER.indication TRANSFER.request TRANSFER.indication

CONGESTION.indication

Figure 5-3/Q.2630.3
Statetransition diagram for sequences of primitives between the GST and itsuser
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This model assumes that a request primitive is never issued at the same time as an indication primitive. The model also
assumes that the primitives are serviced immediately and in zero time.

5.3
53.1

Interface between the AAL type 2 signalling entity and layer management

Service provided by layer management

Thisinterface provides the internal interface to the network management system.

53.2

Primitives between AAL type 2 signalling entities and layer management

The primitives are summarized in Table 5-3/Q.2630.3, and are defined after the table.

TABLE 5-3/Q.2630.3

Primitives and parameters exchanged between the AAL type 2 signalling entities and layer management

Primitive Type

Generic Name Request Indication Response Confirm

BLOCK ANI, A2P Not defined Not defined Cause

UNBLOCK ANI, A2P Not defined Not defined Cause

RESET ANI, CEID ANI, CEID Not defined -

STOP-RESET ANI, CEID Not defined Not defined Not defined

ADD-PATH Not defined ANI, A2P, PT Not defined Not defined
Ownership

REMOVE-PATH Not defined ANI, A2P Not defined Not defined

ERROR Not defined ANI, CEID, Cause Not defined Not defined

This primitive has no parameters

NOTE —

When sending a primitive between the AAL type 2 signalling entity and layer management, the primitive

needs to be associated with a particular management action instance. The mechanism used for this binding is considered
to be an implementation detail and, therefore, is outside the scope of this Recommendation.

a)

b)

<)

d)

f)

BLOCK . .request:
A primitive to request the AAL type 2 signalling entity to locally block a particular, unblocked AAL type 2
path and to indicate this to the peer AAL type 2 signalling entity.

BLOCK . .confirm:

A primitive with no parameter indicates that the AAL type 2 signalling entity has successfully informed the
peer AAL type 2 signalling entity of the blocking of a particular AAL type 2 path. A primitive with a cause
parameter indicates that the AAL type 2 signalling entity has detected an error in the blocking procedures.

UNBLOCK .request:
A primitive to request the AAL type 2 signalling entity to locally unblock a particular, blocked AAL type 2
path and to indicate this to the peer AAL type 2 signalling entity.

UNBL OCK .confirm:

A primitive with no parameter indicates that the AAL type 2 signalling entity has successfully informed the
peer signalling entity of the unblocking of a particular AAL type 2 path. A primitive with a cause parameter
indicates that the AAL type 2 signalling entity has detected an error in the unblocking procedures.

RESET .request:

A primitive to request the AAL type 2 signalling entity to reset a particular channel, al channels on a
particular AAL type 2 path, or al channels on all AAL type 2 paths associated with a signalling transport
association to the “Idle” state and to indicate this to the peer AAL type 2 signalling entity.

RESET .indication:

A primitive indicating that the AAL type 2 signalling entity has reset a particular channel, all channels on a
particular AAL type 2 path, or al channels on all AAL type 2 paths associated with a signalling transport
association to the “Idle” state on the request of the peer AAL type 2 signalling entity.
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0) RESET .confirm:
A primitive indicating that the AAL type 2 signalling entity has successfully informed the peer AAL type 2
signalling entity of the resetting of the channel or all the channels on a specific AAL type 2 path or on all
AAL type 2 paths associated with a signalling transport association.

h) STOP-RESET .reguest:
A primitive to request the AAL type 2 signalling entity to stop areset procedure.
i) ADD-PATH. indication:

This primitive informs the AAL type 2 signalling entity that a new AAL type 2 path has been established
towards one of the adjacent AAL type 2 nodes.

i) REMOVE-PATH. indication:
This primitive informs the AAL type 2 signalling entity that an AAL type 2 path has been removed.
k) ERROR.indication:

A primitive to indicate any operational errorsin the AAL type 2 signalling procedures.

5.3.3 Parameters between AAL type 2 signalling entities and layer management

a) AAL type2 Path Identifier (A2P)
This parameter indicates an AAL type 2 path.

b) Connection Element |dentifier (CEID)
This parameter allows for the identification of:
i) al AAL type 2 paths between two adjacent AAL type 2 nodes associated with a signalling
transport association;
i) aparticular AAL type 2 path; or
iii) aparticular channel on a particular AAL type 2 path.

c) Cause
This parameter gives the reason of an operational error.

d) Owner ship
This parameter indicates whether a newly established AAL type 2 path is owned by the AAL type 2
signalling entity or by its peer.

e) Adjacent AAL type 2 Node I dentifier (ANI)
This parameter is used to unambiguously indicate an adjacent AAL type 2 node.
f) Path Type (PT)

This parameter indicates the Quality of Service class of the newly established AAL type 2 path.

6 Forward and backward compatibility

The compatibility mechanism remains unchanged for al capability sets and/or subsets of the AAL type 2 protocol
defined in this Recommendation. It is based on forward compatibility information associated with al signalling
information.

The compatibility method eases the network operation, for example:

o For the typical case of an AAL type 2 signalling protocol mismatch during a network upgrading.
° To interconnect two networks on a different functional level.
o For networks using a different subset of the same AAL type 2 protocol, etc.

NOTE — A node may be at a different functional level due to having implemented a different capability set or another
subset of the protocol specified in this Recommendation.

The coding of message and parameter compatibility information is shown in Annex B; these codings shall be used to
maintain backward compatibility with AAL type 2 nodes conforming only to ITU-T Recommendation Q.2630.1™ and
with AAL type 2 nodes conforming only to I TU-T Recommendation Q.2630.21¢!.

The forward compatibility mechanism specified in § 6.2 and § 8.1 applies to this and future capability sets of this
Recommendation.
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Backward compatibility rules

Compatible interworking between AAL type 2 protocol capability sets should be optimized by adhering to the
following rules when specifying a new capability set (release):

1)

2)
3)

6.2

Existing protocol elements, i.e. procedures, messages, parameters and subfield values, should not be changed
unless a protocol error needs to be corrected or it becomes necessary to change the operation of the service
that is being supported by the protocol.

The semantics of a message, a parameter, or of afield and subfield within a parameter should not be changed.

Established rules for formatting and encoding messages and parameters should not be modified.

Forward compatibility mechanism

Compatibility between this and future capability sets will be guaranteed, in the sense that any two capability sets can be
interconnected directly with each other, if the following requirements are fulfilled:

i)

i)

7

7.1
7.1.1

Protocol compatibility
Connections between any two AAL type 2 protocols do not fail for the reason of not satisfying protocol
requirements.

Service and functional compatibility

This feature may be considered as compatibility typically between originating and destination nodes.
Services and functions available at these nodes, but possibly not yet taken into account in the intermediate
nodes, are supported, provided that information related to these services and functions can be passed
transparently through intermediate nodes.

Resource control and management compatibility
For these functions, occurring only link-by-link, at least a backward notification is needed, if correct handling
isnot possible.

Format and coding of AAL type 2 signalling protocol

Coding conventions for the AAL type 2 signalling protocol

Principles

The following principles shall apply for the coding of the AAL type 2 signalling protocol:

a)

b)

c)
d)

€)
f)
9)

The order of coding of messages shall consist of “destination signalling association identifier”, “message
identifier”, “message compatibility”, and any parameters.

Messages shall carry zero or more parameters.
The sequence of parameters is unconstrained.

The order of coding of parameters shall consist of “parameter identifier”, “parameter compatibility”,
“parameter length”, and any fields.

Parameters shall carry zero or more fields.
A parameter shall always consist of the same sequence of fields.

If new fields need to be added to a parameter or the length of a fixed size field needs to be changed, the
modifications shall be carried in a new parameter (different parameter identifier); the existing parameter shall
remain unchanged.

Any sequence of fixed size fields and variable size fieldsis permissible.
Fixed length fields shall consist of the “field” only; no length isindicated.
Variable length fields shall consist of “field length” and “field”.

Fields shall be multiples of one octet.

Fields are composed of one or more subfields.
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m) Reserved subfields shall be coded al zeroes and need not be interpreted by the receiver.
n) If thereis no information to be carried in avariable size field, its length shall be set to zero, i.e. only the field
length octet will be present.
0) If thereis no information to be carried in afixed size field, its content shall be set to zero in al octets.
p) The presence or the interpretation of afield shall not depend on the value of afield in another parameter.
Consistent with the above coding principles, it is further specified that:
° The message length shall allow for lengths of up to 4 000 octets.
° The parameter length shall allow for lengths of up to 255 octets.

7.1.2 General format of messages
The general format of a message is shown in Table 7-1/Q.2630.3.

NOTE — No “message length” needs to be carried in the message itself; the length of information passed via a
primitive implicitly definesits length and the assured data transfer assures that no octets are lost or gained in transport.

TABLE 7-1/Q.2630.3
AAL type 2 message for mat

8 | 7 | s 5 | 4 | 3 2 1
Destination Signalling Association | dentifier 4 octets
Header Message | dentifier 1 octet
Message Compatibility 1 octet
Payload Parameters

The message header consists of the destination signalling association identifier field, the message identifier field, and
the message compatibility field. The destination signalling association identifier field is coded the same as the signalling
association identifier field (see § 7.4.2), the coding of the message identifier field is specified in § 7.2.1, and the
message compatibility field is coded the same as the compatibility field (see § 7.4.1).

The message payload consists of zero, one, or more parameters.

7.1.2.1 Bitcodingrules
When afield is contained within a single octet, the lowest bit number of the field represents the lowest order value.

When a field spans more than one octet, the order of bit values within each octet progressively decreases as the octet
number increases; the lowest bit number associated with the field represents the lowest order value.

(This coding conforms to the coding conventions specified in section 2.1 of ITU-T Recommendation 1.3611%.)

7.1.3 General format of parameters
The general format of a parameter is shown in Table 7-2/Q.2630.3.

TABLE 7-2/Q.2630.3
AAL type 2 parameter format

8 7 6 | 5 | 4 | 3 2 1
Parameter |dentifier 1 octet
Header Parameter Compatibility 1 octet
Parameter Length 1 octet

Payload I Fields
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The coding of the parameter identifier field is specified in § 7.2.2 Table 7-7/Q.2630.3 and the parameter compatibility

field is coded as a compatibility field (see § 7.4.1). The coding of the parameter length is a binary value indicating the
number of octets in the parameter payload, i.e. the count does not include the octets in the parameter header.

Each parameter has a defined number of fields of defined type and in a particular order.

7.1.4 General format of fixed length fields
The general format of afixed length field is shown in Table 7-3/Q.2630.3.

TABLE 7-3/Q.2630.3
AAL type2field - fixed length for mat

s | 7 | e | 5 | 4 | 3 | 2 | 1

Payload Field n octets

Thefield typeis determined by the location of the field in the particular parameter.

7.15 General format of variable length fields
The general format of avariable length field is shown in Table 7-4/Q.2630.3.

TABLE 7-4/Q.2630.3
AAL type2field - variable length for mat
8 7 6 5 | 4 | 3 2 1
Field Length 1 octet
Payload Field n octets

The coding of the field length is a binary value indicating the number of octets in the field payload, i.e. the count does
not include the field length octet.

Thefield typeis determined by the location of the field in the particular parameter.
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7.2 Format and coding of the AAL type 2 signalling protocol messages
7.2.1 AAL type 2 signalling protocol messages
The AAL type 2 signalling protocol messages and their message identifiers are shown in Table 7-5/Q.2630.3.

TABLE 7-5/Q.2630.3
AAL type 2 messages and the coding of the message identifiers

M essage Acronym | Message ldentifier
Block Confirm BLC 000000012
Block Request BLO 00000010
Confusion CFN 00000011
Establish Confirm ECF 00000100
Establish Request ERQ 00000101
Modify Acknowledge MOA 00001100
Modify Reject MOR 00001101
Modify Request MQOD 00001110
Release Confirm RLC 00000110
Release Request REL 00000111
Reset Confirm RSC 00001000
Reset Request RES 00001001
Unblock Confirm UBC 00001010
Unblock Request UBL 00001011

7.2.2 Parameters of the AAL type 2 signalling protocol messages

The parameters of the AAL type 2 signalling protocol messages are shown in Table 7-6/Q.2630.3. The indications of
“mandatory” and “optiona” are for information only. The authoritative definition is given in 8 8 and Annex C. If any
difference between the indications in this clause and the definitionsin § 8 and Annex C exists, the definitionsin § 8 take
precedence.

Multiple presence of the same parameter in a single message is not permitted.
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TABLE 7-6/Q.2630.3 (part 1 of 3)
Parameters of the AAL type 2 signalling protocol messages

Parameter M essage
ERQ | ECF |REL | RLC|MOD|MOA|MOR

Automatic Congestion Control — | — (0] 0] — | — —
Cause — | — | M Byl — | — | ™
Connection Element Identifier M — | — (@) — | = | =
Connection Priority @) — — — — — _
Destination E.164 Service Endpoint Address Ayl — | = = =1 =1=
Destination NSAP Service Endpoint Address | — | — | = ===
Destination Signalling Association Identifier ) % M M M M M M
Hop Counter @) — — — — — —
Link Characteristics Yl — =1 =1 5| —=1—=
Modify Support for Service Specific Information Y19 — | = = | = | =
Modify Support for Link Characteristics N9 N R
Originating Signalling Association Identifier M M - - - — | —
Origination E.164 Service Endpoint Address 5) — — — — — _
Origination NSAP Service Endpoint Address Y | — | — | = ===
Path Type | — | — | — | — | — | —
Preferred Link Characteristics Al — | — | = | = | = | —
Preferred Service Specific Information (AudioExtended) | 9) | — | — | — | — | — | —
Preferred Service Specific Information (MultirateExtended) | 9 | — | — | — | — | — | —
Preferred Transfer Capability (FBW) Al — = = = | = | =
Preferred Transfer Capability (VBW-S) Ml - = = = =1 =
Preferred Transfer Capability (VBW-T) Al - = = = | =] =
Served User Correlation 1D — | = | = | = 0 o) —
Served User Generated Reference o] — | — | = = = =
Served User Transport 0] _ | -] = — | — | —
Service Specific Information (Audio Extended) O — | — | — [ — | —
Service Specific Information (Audio) Ny — | — | — | — | — | —
Service Specific Information (Multirate Extended) O — | — | — [ — | —
Service Specific Information (Multirate) MY — | — | — | — | — | —
Service Specific Information (SAR-assured) Yl — | = = = ==
Service Specific Information (SAR-unassured) % — | - = = =1 =
TAR Controlled Connection 0] — — — — _ _
Test Connection Indicator (0] _ | -] = — | — | —
Transfer Capability (FBW) Wl — = ="y — | —
Transfer Capability (VBW-S) Ll — | — | — (%% — | —
Transfer Capability (VBW-T) Wl — = ="y — | —
Transfer Capability Support (TCS) 4 Yl — |l = = | =1 =
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TABLE 7-6/Q.2630.3 (part 2 of 3)
Parameters of the AAL type 2 signalling protocol messages

Notesto TABLE 7-6/Q.2630.3 (part 1 of 2)

10

11

12

13

14

15
16

17

18

Mandatory parameter
Optional parameter
Parameter not present

Thisrow designates the Destination Signalling Association Identifier field in the message
header.

Exactly one of these parameters must be present in an instance of the message.

The Destination Signalling Association Identifier field contains the value “unknown”.

This parameter is only used for backward compatibility, i.e., for interworking with AAL type 2
nodes that conform only to I TU-T Recommendations Q.2630.11** or Q.2630.2* (see Annex C).
At most one of these parametersis present in an instance of the message.

If the path type parameter is not included the path type shall be considered to be the network
default stringent QoS class.

This parameter may only be included if “Modify Support for Service Specific Information” is
included; at most one of these parametersis present in an instance of the message. If present it
must refer to the same service specific information as the Service Specific Information parameter
present in the same Establish Request message, i.e., Audio or Multirate.

This parameter must be included if a“Preferred Link Characteristics’ and/or a“Preferred
Service Specific Information” isincluded. At most one of these parametersis present in an
instance of the message. If present it must refer to the same transfer capability as the Transfer
Capability parameter present in the same Establish Request message.

At most one of these parametersis present in an instance of the message.

If the Modify Support for Service Specific Information parameter isincluded, this parameter
shall beincluded also.

Exactly one of these parametersis present in an instance of the message.

The “Cause” parameter is present in the Release Confirm message if

a) theRLC isusedto reect aconnection establishment, or

b) the cause reports unrecognized information received in the REL message.

At most one of these parametersis present in an instance of the message and only the same
parameter that was present in the Establish Request message may be present.

At most one of these parametersis present in an instance of the message and only the same
parameter that was present in the Establish Request message may be present.

This parameter may be present only if the parameter “Link Characteristics’ is present also.
This parameter may be present only if the parameter “Modify Support for Link Characteristics’
is present also.

This parameter may be present only if one of the parameters “ Service Specific Information
(Audio)”, “ Service Specific Information (Audio Extended)”, “ Service Specific Information
(Multirate)”, and “ Service Specific Information (Multirate Extended)” is present al so.

At least one of these parametersis present in an instance of the message
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TABLE 7-6/Q.2630.3 (part 3 of 3)
Parameters of the AAL type 2 signalling protocol messages

Parameter M essage

RES|RSC [BLO|BLC |UBL |UBC |CFN
Cause — ] =151 =191 M™
Connection Element Identifier M| — M| — M| — | —
Destination Signalling Association Identifier ) A I M| M|H | M| M
Originating Signalling Association Identifier M — M — M — —

M Mandatory parameter
@] Optional parameter
— Parameter not present
NOTES

1 Thisrow designates the Destination Signalling Association Identifier field in the message

header.

2 The Destination Signalling Association Identifier field contains the value “unknown”.

3 The Channel Identifier field is set to “Null”, but the Path Identifier includes a value identifying
an AAL type 2 path.

4 The“Cause” parameter is present only if the cause reports unrecognized information received.

The identifiers of the AAL type 2 message parameters are defined in Table 7-7/Q.2630.3.
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TABLE 7-7/Q.2630.3
Identifiers of the AAL type 2 message parameters

AAL type 2 Parameter Ref. Acronym Identifier
Automatic Congestion Control 7.3.25 ACC 00011000
Cause 731 CAU 00000001
Connection Element Identifier 7.32 CEID 00000010
Connection Priority 7.3.26 CP 00011001
Destination E.164 Service Endpoint Address 733 DESEA 000000112
Destination NSAP Service Endpoint Address 734 DNSEA 00000100
Hop Counter 7.3.27 HC 00011010
Link Characteristics (Note) 7.35 LC 00000101
Modify Support for Link Characteristics (Note) 7.3.20 MSLC 00001110
Modify Support for Service Specific Information (Note) 7.3.21 MSSSI 00001111
Originating Signalling Association Identifier 7.3.6 OSAID 00000110
Origination E.164 Service Endpoint Address 7.3.23 OESEA 00011011
Origination NSAP Service Endpoint Address 7.3.24 ONSEA 00010101
Path Type 7.3.14 PT 00010000
Preferred Link Characteristics (Note) 7.3.19 PLC 00010001
Preferred Service Specific Information (Audio Extended) 7.3.17 PSSIAE 00010010
(Note)

Preferred Service Specific Information (Multirate Extended) 7.3.18 PSSIME 000100112
(Note)

Preferred Transfer Capability (FBW) (Note) 7.3.29 PFBW 00011100
Preferred Transfer Capability (VBW-S) (Note) 7.3.30 PVBWS 00011101
Preferred Transfer Capability (VBW-T) (Note) 7331 | PVBWT 00011110
Served User Correlation 1D 7.3.22 SuUCl 00010100
Served User Generated Reference 737 SUGR 00000111
Served User Transport 7.3.8 SUT 00001000
Service Specific Information (Audio Extended) 7.3.15 SSIAE 00010110
Service Specific Information (Audio) (Note) 7.3.9 SSIA 00001001
Service Specific Information (Multirate Extended) 7.3.16 SSIME 000101112
Service Specific Information (Multirate) (Note) 7.3.10 SSIM 00001010
Service Specific Information (SAR-assured) 7.3.11 SSISA 000010112
Service Specific Information (SAR-unassured) 7.3.12 SSISU 00001100
TAR Controlled Connection 7.3.28 TCC 000111112
Test Connection Indicator 7.3.13 TCl 00001101
Transfer Capability (FBW) 7.3.32 FBW 00100000
Transfer Capability (VBW-S) 7.3.33 VBWS 00100001
Transfer Capability (VBW-T) 7.3.34 VBWT 00100010
Transfer Capability Support (Note) 7.3.35 TCS 001000112

NOTE — In this Recommendation, this parameter is only used for backward compatibility, i.e., for
interworking with AAL type 2 nodes that conform only to ITU-T Recommendations Q.2630.11** or

Q.2630.2!%¢,
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7.3 Parameter specification of the AAL type 2 signalling protocol messages
7.3.1 Cause
The sequence of fields in the cause parameter is shown in Table 7-8/Q.2630.3.

TABLE 7-8/Q.2630.3
Sequence of fieldsin the cause parameter

Field No. | Field Ref.
1 Cause Vaue 7.4.16
2 Diagnostics 7.4.17

7.3.2 Connection element identifier
The sequence of fields in the connection element identifier parameter is shown in Table 7-9/Q.2630.3.

TABLE 7-9/Q.2630.3
Sequence of fieldsin the connection element identifier parameter

Field No. | Field Ref.

1 Path Identifier 74.3

2 Channel Identifier 744
AAL type 2 Path Identifier Channel Identifier Meaning
Null ignored All AAL type 2 paths associated with a signalling transport

association

Value Null AAL type 2 path identifier “Vaue’
Value CID Channel “CID” in AAL type 2 path identifier “Vaue’

7.3.3 Destination E.164 service endpoint address
The sequence of fields in the destination E.164™” service endpoint address parameter is shown in Table 7-10/Q.2630.3.

TABLE 7-10/Q.2630.3
Sequence of fieldsin the destination E.164 service endpoint addr ess parameter

Field No. | Field Ref.
1 Nature of Address 7.4.13
2 E.164 Address 7.4.14

7.3.4 Destination NSAP service endpoint address
The sequence of fieldsin the destination NSAP® service endpoint address parameter is shown in Table 7-11/Q.2630.3.

TABLE 7-11/Q.2630.3
Sequence of fieldsin the destination NSAP service endpoint addr ess parameter

Field No. | Field Ref.
1 NSAP Address 7.4.15
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Link characteristics

TABLE 7-12/Q.2630.3
Sequence of fieldsin thelink characteristics parameter

Field No. | Field Ref.
1 Maximum CPS-SDU Bit Rate Note 1
2 Average CPS-SDU Bit Rate Note 1
3 Maximum CPS-SDU Size Note 2
4 Average CPS-SDU Size Note 2

NOTE 1 - Thisfield is coded as a CPS-SDU Bit Rate field (see 7.4.11).
NOTE 2 - Thisfield is coded as a CPS-SDU Sizefield (see 7.4.12).

7.3.6

The sequence of fields in the originating signalling association identifier parameter is shown in Table 7-13/Q.2630.3.

Originating signalling association identifier

TABLE 7-13/Q.2630.3

Sequence of fieldsin the originating signalling association identifier parameter

Field No.

Field

Ref.

1

Originating Signalling Association

Note

NOTE - Thisfield is coded as a Signalling Association Identifier field (see 7.4.2).

7.3.7

The sequence of fieldsin the served user generated reference parameter is shown in Table 7-14/Q.2630.3.

Served user generated reference

TABLE 7-14/Q.2630.3

Sequence of fieldsin the served user generated reference parameter

Field No.

Field

Ref.

1

Served User Generated Reference

7.4.10

7.3.8

Served user transport

The sequence of fields in the served user transport parameter is shown in Table 7-15/Q.2630.3.

TABLE 7-15/Q.2630.3
Sequence of fieldsin the served user transport parameter

Field No.

Field

Ref.

1

Served User Transport

7.4.18

7.3.9

The sequence of fields in the service specific information (audio) parameter is shown in Table 7-16/Q.2630.3.

Service specific information (Audio)

TABLE 7-16/Q.2630.3

Sequence of fieldsin the service specific infor mation (audio) parameter

Field No. | Field Ref.
1 Audio Service 7.4.6
2 Organizational Unique Identifier 745
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7.3.10  Service specific information (Multirate)
The sequence of fields in the service specific information (multirate) parameter is shown in Table 7-17/Q.2630.3.

TABLE 7-17/Q.2630.3
Sequence of fieldsin the service specific information (multirate) parameter

Field No. | Field Ref.
1 Multirate Service 7.4.7

7.3.11  Service specific information (SAR-assured)
The sequence of fields in the service specific information (SAR-assured) parameter is shown in Table 7-18/Q.2630.3.

TABLE 7-18/Q.2630.3
Sequence of fieldsin the service specific infor mation (SAR-assured) parameter

Field No. | Field Ref.
1 Segmentation and Reassembly (Assured Data Transfer) 74.8

7.3.12  Service specific information (SAR-unassured)
The sequence of fields in the service specific information (SAR-unassured) parameter is shown in Table 7-19/Q.2630.3.

TABLE 7-19/Q.2630.3
Sequence of fieldsin the service specific infor mation (SAR-unassur ed) parameter

Field No. | Field Ref.
1 Segmentation and Reassembly (Unassured Data Transfer) 7.4.9

7.3.13 Test connection indicator

The test connection indicator parameter has no fields, i.e. the parameter length is always zero.

7.3.14  Path Type
The sequence of fields in the path type parameter is shown in Table 7-20/Q.2630.3.

Table 7-20/Q.2630.3
Sequence of fieldsin the path type parameter

Field No. | Field Ref.
1 AAL Type 2 Path QoS Codepoint 74.21

If the path type parameter is not included the path type shall be considered to be the network default stringent QoS
class.

7.3.15 Service specific information (Audio Extended)

The sequence of field in the service specific information (Audio Extended) parameter is shown in Table 7-21/Q.2630.3.

Table 7-21/Q.2630.3
Sequence of field in the service specific information (Audio Extended) parameter

Field No. | Field Ref.
1 Audio extended service 7.4.19
2 Organizational unique identifier 7.4.5
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7.3.16  Service specific information (Multirate Extended)

The sequence of field in the service specific information (Multirate Extended) parameter is shown in Table
7-22/Q.2630.3.

Table 7-22/Q.2630.3
Sequence of field in the service specific infor mation (M ultirate Extended) parameter

Field No. | Field Ref.
1 Multirate extended service 7.4.20

7.3.17 Preferred service specific information (Audio Extended)

The sequence of field in the preferred service specific information (Audio Extended) parameter is shown in Table
7-23/Q.2630.3.

Table 7-23/Q.2630.3
Sequence of field in the preferred service specific information (Audio Extended) parameter

Field No. | Field Ref.
1 Audio extended service 7.4.19
2 Organizational unique identifier 745

7.3.18 Preferred Service specific information (Multirate Extended)

The sequence of field in the preferred service specific information (Multirate Extended) parameter is shown in Table
7-24/Q.2630.3.

Table 7-24/Q.2630.3
Sequence of field in the preferred service specific infor mation (M ultirate Extended) parameter

Field No.

Field

Ref.

1

Multirate extended service

7.4.20

7.3.19 Preferred Link Characteristics

The sequence of fields in the preferred link characteristics parameter is shown in Table 7-25/Q.2630.3.

Table 7-25/Q.2630.3

Sequence of fieldsin the preferred link characteristics parameter

Field No. | Field Ref.
1 Maximum CPS-SDU Bit Rate Note 1
2 Average CPS-SDU Bit Rate Note 1
3 Maximum CPS-SDU Size Note 2
4 Average CPS-SDU Size Note 2

NOTE 1 - Thisfield is coded as a CPS-SDU Bit Rate field (see 7.4.11).

NOTE 2 - Thisfield is coded asa CPS-SDU Size field (see 7.4.12).

7.3.20

The modify support for link characteristics parameter has no fields, i.e., the parameter length is always zero.

7.3.21

The modify support for service specific information parameter has no fields, i.e. the parameter length is always zero.

Modify Support for Link Characteristics

Modify Support for Service Specific Information
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Served User Correlation ID

The sequence of field in the served user correlation ID parameter is shown in Table 7-26/Q.2630.3.

7.3.23

The sequence of fieldsin the origination E.164” service endpoint address parameter is shown in Table 7-27/Q.2630.3.

7.3.24

The sequence of fieldsin the origination NSAP®! service endpoint address parameter is shown in Table 7-28/Q.2630.3.

7.3.25

Sequence of field in the served user correlation ID parameter

Table 7-26/Q.2630.3

Field No.

Field

Ref.

1

Served User Correlation ID value

7.4.22

Origination E.164 Service Endpoint Address

Table 7-27/Q.2630.3

Sequence of fieldsin the origination E.164 service endpoint addr ess parameter

Field No. | Field Ref.
1 Nature of Address 7.4.13
2 E.164 Address 7.4.14

Origination NSAP Service Endpoint Address

Table 7-28/Q.2630.3

Sequence of fieldsin the origination NSAP service endpoint addr ess parameter

Field No.

Field

Ref.

1

NSAP Address

7.4.15

Automatic Congestion Control

The sequence of fields in the Congestion Control parameter is shown in Table 7-29/Q.2630.3.

7.3.26

Table 7-29/Q.2630.3
Sequence of fieldsin the Congestion Control parameter

Field No.

Field

Ref.

1

AAL type 2 Node Automatic Congestion Level

7.4.23

Connection Priority

The sequence of fields in the Connection Priority parameter is shown in Table 7-30/Q.2630.3.

7.3.27

Table 7-30/Q.2630.3
Sequence of fieldsin the Connection Priority parameter
Field No. | Field Ref.
1 Priority 7.4.24
Hop Counter
The sequence of fieldsin the Hop Counter parameter is shown in Table 7-31/Q.2630.3.
Table 7-31/Q.2630.3
Sequence of fieldsin the Hop Counter parameter
Field No. | Field Ref.
1 AAL type 2 Hop Counter 7.4.25
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7.3.28 TAR Controlled Connection

The TAR Controlled Connection parameter has no fields, i.e., the parameter length is always zero.

7.3.29  Preferred Fixed Bandwidth Transfer Capability
The sequence of fieldsin the preferred fixed bandwidth transfer capability parameter is shown in Table 7-32/Q.2630.3.

TABLE 7-32/Q.2630.3
Sequence of fieldsin the preferred fixed bandwidth transfer capability parameter

Field No. | Field Ref.
1 Peak CPS bit rate Note 1
2 CPS token bucket size associated with Peak CPS bit rate Note 2
3 Maximum allowed CPS packet size 7.4.28

NOTE 1 - Thisfield is coded as a CPS Bit rate field (see 7.4.26).

NOTE 2 - Thisfield is coded as a CPS Token Bucket Size field (see 7.4.27).

7.3.30 Preferred Variable Bandwidth Stringent Transfer Capability

The sequence of fields in the preferred variable bandwidth stringent transfer capability parameter is shown in Table
7-33/Q.2630.3.

TABLE 7-33/Q.2630.3
Sequence of fieldsin the preferred variable bandwidth stringent transfer capability parameter

Field No. | Field Ref.
1 Peak CPS bit rate Note 1
2 CPS token bucket size associated with Peak CPS bit rate Note 2
3 Maximum allowed CPS packet size 7.4.28
4 Source Traffic Type 7.4.29

NOTE 1 - Thisfield is coded as a CPS Bit rate field (see 7.4.26).

NOTE 2 - Thisfield is coded as a CPS Token Bucket Size field (see 7.4.27).

7.3.31 Preferred Variable Bandwidth Tolerant Transfer Capability

The sequence of fields in the preferred variable bandwidth tolerant transfer capability parameter is shown in Table
7-34/Q.2630.3.

TABLE 7-34/Q.2630.3
Sequence of fieldsin the preferred variable bandwidth tolerant transfer capability parameter

Field No. | Field Ref.
1 Peak CPS bit rate Note 1
2 CPS token bucket size associated with Peak CPS bit rate Note 2
3 Sustainable CPS bit rate Note 1
4 CPS token bucket size associated with Sustainable CPS Note 2

bit rate

5 Maximum allowed CPS packet size 7.4.28

NOTE 1 - Thisfield is coded as a CPS Bit rate field (see 7.4.26).

NOTE 2 - Thisfield is coded as a CPS Token Bucket Size field (see 7.4.27).
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7.3.32  Fixed Bandwidth Transfer Capability
The sequence of fieldsin the fixed bandwidth transfer capability parameter is shown in Table 7-35/Q.2630.3.

TABLE 7-35/Q.2630.3
Sequence of fieldsin the fixed bandwidth transfer capability parameter

Field No. | Field Ref.
1 Peak CPS bit rate Note 1
2 CPS token bucket size associated with Peak CPS bit rate Note 2
3 Maximum allowed CPS packet size 7.4.28

NOTE 1 - Thisfield is coded as a CPS Bit rate field (see 7.4.26).

NOTE 2 - Thisfield is coded as a CPS Token Bucket Size field (see 7.4.27).

7.3.33  Variable Bandwidth Stringent Transfer Capability

The sequence of fields in the variable bandwidth stringent transfer capability parameter is shown in Table
7-36/Q.2630.3.

TABLE 7-36/Q.2630.3
Sequence of fieldsin the variable bandwidth stringent transfer capability parameter

Field No. | Field Ref.
1 Peak CPS bit rate Note 1
2 CPS token bucket size associated with Peak CPS bit rate Note 2
3 Maximum allowed CPS packet size 7.4.28
4 Source Traffic Type 7.4.29

NOTE 1 - Thisfield is coded as a CPS Bit rate field (see 7.4.26).

NOTE 2 - Thisfield is coded as a CPS Token Bucket Size field (see 7.4.27).

7.3.34  Variable Bandwidth Tolerant Transfer Capability
The sequence of fields in the variable bandwidth tolerant transfer capability parameter is shown in Table 7-37/Q.2630.3.

TABLE 7-37/Q.2630.3
Sequence of fieldsin the variable bandwidth tolerant transfer capability parameter

Field No. | Field Ref.
1 Peak CPS bit rate Note 1
2 CPS token bucket size associated with Peak CPS bit rate Note 2
3 Sustainable CPS bit rate Note 1
4 CPS token bucket size associated with Sustainable CPS Note 2

bit rate

5 Maximum allowed CPS packet size 7.4.28

NOTE 1 - Thisfield is coded as a CPS Bit rate field (see 7.4.26).

NOTE 2 - Thisfield is coded as a CPS Token Bucket Size field (see 7.4.27).

7.3.35 Transfer Capability Support
The transfer capability support parameter has no fields, i.e., the parameter length is always zero.
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Field specification of the AAL type 2 signalling protocol parameters
Compatibility

The structure of the compatibility field is shown in Table 7-38/Q.2630.3; the field isafixed size field of 1 octet.

TABLE 7-38/Q.2630.3
Structure of the compatibility field

8 7 6 5 4 | 3 2 1
pass-on not possible genera action Octet 1
send . . send . .
reserved | naotification mstr_ucnon reserved | natification mstr_ucnon
indicator indicator indicator indicator

The following codes are used in the subfields of the compatibility information field.

a)

b)

7.4.2

Send notification indicator

0 Do not send notification.

1 Send notification.

Instruction indicator

00 Pass on message or parameter (see Note 1).
01 Discard parameter (see Note 2).

10 Discard message.

11 Release Connection.

NOTE 1 — When used in a*“ pass-on not possible” instruction indicator, value “00” isinterpreted so asto
release the connection.

NOTE 2 — When used as message compatibility field, value “01” should not be used. If received, it is
interpreted so asto discard the message.

Signalling association identifier

The structure of the signalling association identifier field is shown in Table 7-39/Q.2630.3; the field is a fixed size field
of 4 octets.

TABLE 7-39/Q.2630.3
Structure of the signalling association identifier field

8 7 6 5 | 4 | 3 2 1
Octet 1
Signalling Association Identifier Octet 2
Octet 3
Octet 4

The coding isimplementation dependent.

If the signalling association identifier is used as a destination signalling association identifier that is not known, the field
is set to zero indicating the value “unknown”.

If the signalling association identifier is used as an originating signalling association identifier, the value zero shall not

be used.
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7.4.3 AAL type 2 path identifier

The structure of the AAL type 2 path identifier field is shown in Table 7-40/Q.2630.3; the field is a fixed size field of 4
octets.

TABLE 7-40/Q.2630.3
Structure of the AAL type 2 path identifier field
8 7 6 5 | 4 | 3 2 1
Octet 1
AAL type 2 path identifier Octet 2
Octet 3
Octet 4

The coding is implementation dependent. It identifies unambiguously an AAL type 2 path between a pair of adjacent
AAL type 2 nodes. A value of “0" in all octets indicates “Null”, therefore, the all zero code cannot be used to identify
an AAL type 2 path.

NOTE — When the AAL type 2 path is a switched VCC between two adjacent AAL type 2 nodes, the procedure
defined in subclause 9.2 of ITU-T Recommendation Q.2941.2?") may be used to assign the AAL type 2 path identifier
field value at the time of the V CC establishment.

744 Channel identifier

The structure of the channel identifier field is shown in Table 7-41/Q.2630.3; thefield is a fixed sizefield of 1 octet.

TABLE 7-41/Q.2630.3
Structure of the channel identifier field
8 7 | e | 5 | 4 | 3 2 1

Octet 1

The coding reflects the Channel Identifier (CID) as specified in ITU-T Recommendation 1.363.21". CID values per-
mitted in thisfield range from “8” to “255" inclusive. A value of “0” indicates “Null”.
7.4.5 Organizational unique identifier

The structure of the organizational unique identifier field is shown in Table 7-42/Q.2630.3; the field is a fixed size field
of 3 octets.

TABLE 7-42/Q.2630.3
Structure of the organizational uniqueidentifier field
8 7 6 5 | a4 | 3 2 1
Octet 1
Organizational Unique Identifier Octet 2
Octet 3

The coding reflects the Organi zational Unique Identifier (OUI) specified by IEEE 802-1990!* § 5.1.
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The audio service for the AAL type 2 is defined in ITU-T Recommendation 1.366.21%. The structure of the audio service
field isshown in Table 7-43/Q.2630.3; the field is afixed size field of 5 octets.

TABLE 7-43/Q.2630.3
Structure of the audio servicefield

8 | 7 6 | 5 | 4 | 3 | 2 | 1
Profile Type Reserved Octet 1
Profile I dentifier Octet 2
FRM | cMD | MFR2 | MF-RL | DTMF | CAS | FAX |A/-Law| Octet3
maximum length of Octet 4
Frame Mode Data Octet 5

The following codes are used in the subfields of the audio service field:

a) Profile type:

00

01

10

11 Reserved.
b) Profile Identifier

The “Profile Identifier” designates a profile specified in ITU-T Recommendation 1.366.2!%; the
organizational unique identifier field in the same parameter isignored.

The “Profile Identifier” designates a profile specified by an organization designated by the
organizational unique identifier field in the same parameter.

The “Profile Identifier” designates a custom profile; the organizational unique identifier field in
the same parameter isignored.

The “Profile Identifier” designates a profile as specified in either ITU-T Recommendation 1.366.2/%, by an
organization designated by the organizational unique identifier field in the same parameter, or a custom
profile depending of the value of the “Profile Type”.

FRM
CMD
MF-R2
MF-R1
DTMF
CAS
FAX

Alp-Law

PORORORORORORORO

7.4.7 Multirate service

Transport of frame mode data disabled

Transport of frame mode data enabled

Transport of circuit mode data (64 kbit/s) disabled
Transport of circuit mode data (64 kbit/s) enabled

Transport of multi-frequency R2 dialed digits disabled
Transport of multi-frequency R2 dialed digits enabled
Transport of multi-frequency R1 dialed digits disabled
Transport of multi-frequency R1 dialed digits enabled
Transport of dual tone multi-frequency dialed digits disabled
Transport of dual tone multi-frequency dialed digits enabled
Transport of channel associated signalling disabled
Transport of channel associated signalling enabled
Transport of demodulated facsimile data disabled

Transport of demodulated facsimile data enabled
Interpretation of generic PCM coding: A-Law

Interpretation of generic PCM coding: p-Law

The multirate service for the AAL type 2 is defined in ITU-T Recommendation 1.366.2%. The structure of the multirate
service field is shown in Table 7-44/Q.2630.3; the field isafixed size field of 3 octets.

TABLE 7-44/Q.2630.3
Structure of the multirate servicefield
8 7 | 6 5 | 4 | 3 2 1
FRM Reserved Multiplier n for nx64 kbit/s Octet 1
maximum length of Octet 2
Frame Mode Data Octet 3
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FRM 0: Transport of frame mode data disabled
1 Transport of frame mode data enabled

n 1<n<31 Multiplier for nx64 kbit/s

7.4.8 Segmentation and reassembly (assured data transfer)

The segmentation and reassembly service for the AAL type 2 is defined in ITU-T Recommendation 1.366.1%. The
structure of the segmentation and reassembly (assured data transfer) field is shown in Table 7-45/Q.2630.3; thefield isa
fixed size field of 14 octets.

TABLE 7-45/Q.2630.3
Structure of the segmentation and reassembly (assured datatransfer) field
8 7 6 5 | a4 | 3 | 2 | 1
maximum length of Octet 1
SSSAR-SDU Octet 2
in the forward direction Octet 3
maximum length of Octet 4
SSSAR-SDU Octet 5
in the backward direction Octet 6
maximum length of SSCOP-SDU Octet 7
in the forward direction Octet 8
maximum length of SSCOP-SDU Octet 9
in the backward direction Octet 10
maximum length of SSCOP-UU Octet 11
in the forward direction Octet 12
maximum length of SSCOP-UU Octet 13
in the backward direction Octet 14

7.4.9 Segmentation and reassembly (unassured data transfer)

The structure of the segmentation and reassembly (unassured data transfer) field is shown in Table 7-46/Q.2630.3; the
field isafixed size field of 7 octets.

TABLE 7-46/Q.2630.3
Structure of the segmentation and reassembly (unassured data transfer) field
8 7 6 5 | a4 | 3 2 | 1
maximum length of Octet 1
SSSAR-SDU Octet 2
in the forward direction Octet 3
maximum length of Octet 4
SSSAR-SDU Octet 5
in the backward direction Octet 6
TED Reserved Octet 7
TED 0: Transmission Error Detection disabled

1 Transmission Error Detection enabled
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7.4.10 Served user generated reference

The structure of the served user generated reference field is shown in Table 7-47/Q.2630.3; the field is a fixed size field
of 4 octets.

TABLE 7-47/Q.2630.3
Structure of the served user generated referencefield
8 ’ 6 S | 4 | 3 2 1
Octet 1
Served User Generated Reference Octet 2
Octet 3
Octet 4

7.4.11 CPS-SDU bit rate
The structure of the CPS-SDU bit rate field is shown in Table 7-48/Q.2630.3; the field is a fixed size field of 4 octets.

TABLE 7-48/Q.2630.3
Structure of the CPS-SDU bit ratefield
8 7 6 5 | 4 | 3 2 1
CPS-SDU hit rate in the forward direction Octet 1
Octet 2
CPS-SDU bit rate in the backward direction Octet 3
Octet 4

Thisfield may be used to convey the maximum CPS-SDU bit rate or the average CPS-SDU bit rate.

The maximum CPS-SDU hit rate is defined as the maximum bandwidth, available to the AAL type 2 served user in the
specified direction. The maximum bandwidth is the maximum ratio of the amount of bits transported during the inter-
departure time between two subsequent CPS-SDUs, and that inter-departure time. Allowed values are 0 to 2 048 kbit/s.
The granularity is 64 bit/s.

The average CPS-SDU bit rate is defined as the total expected amount of bits transported in the specified direction
during the holding time of the connection, divided by the holding time of the connection. The average bit rate is also
expected to be valid for the time interval between any two active periods. Allowed values are 0 to 2 048 kbit/s. The
granularity is 64 bit/s.

7.4.12 CPS-SDU size
The structure of the CPS-SDU sizefield is shown in Table 7-49/Q.2630.3; the field is a fixed size field of 2 octets.

TABLE 7-49/Q.2630.3
Structure of the CPS-SDU sizefield
8 7 6 5 | 4 | 3 2 1
CPS-SDU size in the forward direction Octet 1
CPS-SDU size in the backward direction Octet 2

Thisfield may be used to convey the maximum CPS-SDU size or the average CPS-SDU size.

The maximum CPS-SDU size is defined as the largest CPS-SDU size, in octets, allowed to be sent in the specified
direction during the holding time of the connection. Allowed values are 1 to 45.

The average CPS-SDU size is defined in the specified direction as the expected number of transported octets divided by
the number of transported CPS-SDUs during the holding time of the connection. The average CPS-SDU size is aso
expected to be valid for the timeinterval between any two active periods. Allowed values are 1 to 45.
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7.4.13 Nature of address
The structure of the nature of addressfield is shown in Table 7-50/Q.2630.3; the field is a fixed sizefield of 1 octet.

TABLE 7-50/Q.2630.3
Structure of the nature of addressfield

8 7 6 5 | 4 | 3 2 1
Reserved nature of address code Octet 1

The “nature of address code” has the following meaning:
0000000 spare
0000001 subscriber number (national use)
0000010 unknown (national use) (note 1)
0000011 national (significant) number
0000100 international number
0000101 network-specific number (national use) (note 2)
0000110
to } spare
1101111
1110000
to } reserved for national use
1111110
1111111 spare

NOTE 1 — This code point is used when the type of humber is indicated using the digits in the E.164 Address field.
The E.164 Address field is organized according to the network dialing plan; e.g. prefix digits might be present; in
addition, escape digits may also be present.

NOTE 2 — This code point is used to indicate an administration/service number specific to the serving network.

7.4.14 E.164 address
The structure of the E.164 addressfield is shown in Table 7-51/Q.2630.3; the field isa variable size field.

TABLE 7-51/Q.2630.3
Structure of the E.164 addressfield

8 7 6 5 | 4 | 3 2 1
Field Length Octet 1
First hexadecimal digit of address Octet 2
Reserved -
Last hexadecimal digit of address Octet n

7.4.15 NSAP address
The structure of the NSAP® address field is shown in Table 7-52/Q.2630.3; the field is afixed size field of 20 octets.

TABLE 7-52/Q.2630.3
Structure of the NSAP addressfield
| 8 | 7 | s 5 | a4 | 3 2 1|
| | octet 1
NSAP
| | octet 20
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7.4.16 Cause value
The structure of the cause value field is shown in Table 7-53/Q.2630.3; the field is afixed size field of 2 octets.

TABLE 7-53/Q.2630.3
Structure of the cause value field

8 | 7 6 5 | 4 | 3 2 1
Reserved Coding Standard Octet 1

Reserved | Cause Octet 2
Coding Standard
00 ITU-T standardized coding as described in Q.850 and Q.2610!"
01 ISO/IEC standard (Note)
10 national standard (Note)
11 standard defined for the network (either public of private) present on the network side of the interface (Note)

NOTE — These other coding standards should be used only when the parameter contents cannot be represented with
the ITU-T standardized coding.

The procedures defined in § 8 make use of ITU-T standardized codes described in Q.850° and Q.2610"". The codes are
listed here for convenience. If there exists any difference in the names and code points of the following causes, the
definitionsin Q.850 and Q.2610 take precedence.

Code Cause Description

1 Unallocated (unassigned) number
3 No route to destination
25 Exchange routing error
31 Normal, unspecified
34 No circuit/channel available
38 Network out of order
41 Temporary failure
42 Switching equipment congestion
44 Requested circuit/channel not available
47 Resource unavailable, unspecified
93 AAL parameters cannot be supported
95 Invalid message, unspecified
96 Mandatory information element is missing
97 M essage type non-existent or not implemented
99 Information element/parameter non-existent or not implemented
100 Invalid information element contents
102 Recovery on timer expiry
110 M essage with unrecognized parameter, discarded
111 Protocol error, unspecified

7.4.17 Diagnostics
The structure of the diagnosticsfield is shown in Table 7-54/Q.2630.3; the field isa variable size field.

TABLE 7-54/Q.2630.3
Structure of the diagnostic field
8 7 6 5 | 4 | 3 2 1
Field Length Octet 1
Octet 2

Diagnostic
Octet n
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The coding is specified in ITU-T Recommendation Q.2610!"! except when associated with one of the following causes:
° M essage type non-existent or not implemented,
° Information element/parameter non-existent or not implemented, or
° M essage with unrecognized parameter, discarded.

In these cases, the Diagnostics field is shown in Table 7-55/Q.2630.3; the field is a variable size field.

Table 7-55/Q.2630.3
Structure of the diagnostic field for compatibility causes

8 7 6 5 | a4 | 3 2 1

Field Length Octet 1
Message | dentifier Octet 2
first Parameter Identifier Octet 3
pair Field Number Octet 4
second Parameter Identifier Octet 5
pair Field Number Octet 6

last Parameter Identifier
pair Field Number Octet n

The diagnostic field for compatibility always starts — after the field length — with an octet containing the copy of the
Message Identifier (of the message that gave rise to a compatibility diagnostic) followed by 0 to 125 octet pairs each
containing a parameter identifier and a field number. If the field number octet is zero, the whole parameter is
designated.

7.4.18 Served user transport

The structure of the served user transport field is shown in Table 7-56/Q.2630.3; the field isavariable size field.

TABLE 7-56/Q.2630.3
Structure of the served user transport field

8 7 6 5 | 4 | 3 2 1
Field Length Octet 1
Octet 2
Served User Transport
Octet n

The served user transport length can be from 1 to 254 octets.

7.4.19 Audio Extended service

The Audio Extended service for the AAL type 2 is defined as “audio service” in ITU-T Recommendation 1.366.2!*,
The structure of the audio extended service field is shown in Table 7-57/Q.2630.3; the field is a fixed size field of 5
octets.

Table 7-57/Q.2630.3
Structure of the audio extended service field

8 | 7 6 | 5 | 4 3 2 1
Profile Type Reserved LB RC SYN Octet 1
Profile Identifier Octet 2
FRM | cMD | MFR2 | MFRL | DTMF | cAsS FAX | Alp-Law| Octet3
Maximum length of Octet 4
frame mode data Octet 5
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The following codes are used in the subfields of the audio servicefield:

Profile type:

00 The “Profile Identifier” designates a profile specified in ITU-T Recommendation 1.366.2*Y, the
organizational unique identifier field in the same parameter isignored.

01 The “Profile Identifier” designates a profile specified by an organization designated by the
organizational unique identifier field in the same parameter.

10 The “Profile Identifier” designates a custom profile, the organizationa unique identifier field in
the same parameter isignored.

11 Reserved.

b)

7.4.20

Profile I dentifier

The “Profile Identifier” designates a profile as specified in either ITU-T Recommendation 1.366.21!, by an
organization designated by the organizational unique identifier field in the same parameter, or a custom
profile depending of the value of the “profile Type’.

LB 0: L oopback disabled
1 Loopback enabled
RC 0: Transport of rate control commands disabled
1 Transport of rate control commands enabled
SYN 0: Transport of synchronization of change in SSCS operation disabled
1 Transport of synchronization of change in SSCS operation enabled
FRM 0: Transport of frame mode data disabled
1 Transport of frame mode data enabled
CMD 0: Transport of circuit mode data (64 kbit/s) disabled
1 Transport of circuit mode data (64 kbit/s) enabled
MF-R2 O: Transport of multi-frequency R2 dialed digits disabled
1 Transport of multi-frequency R2 dialed digits enabled
MF-R1 O: Transport of multi-frequency R1 dialed digits disabled
1 Transport of multi-frequency R1 dialed digits enabled
DTMF O: Transport of dual tone multi-frequency dialed digits disabled
1 Transport of dual tone multi-frequency dialed digits enabled
CAS 0: Transport of channel associated signalling disabled
1 Transport of channel associated signalling enabled
FAX 0: Transport of demodulated facsimile data disabled
1 Transport of demodulated facsimile data enabled
Alp-Law O: Interpretation of generic PCM coding: A-Law
1 Interpretation of generic PCM coding: p-Law

Multirate Extended service

The structure of the multirate extended service field is shown in Table 7-58/Q.2630.3; the field is a fixed size field of 3

octets.

FRM

LB

Table 7-58/Q.2630.3
Structure of the multirate extended service field

8 7 6 5 | 4 | 3 2 1
FRM LB Reserved Multiplier n for nx64 kbit/s Octet 1
Maximum length of Octet 2
frame mode data Octet 3

Transport of frame mode data disabled
Transport of frame mode data enabled
Loopback disabled

: Loopback enabled

1<n<31 Multiplier for nx64 kbit/s

PoOoRO
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7.4.21  AAL type 2 Path QoS Codepoint

The structure of the AAL type 2 path QoS codepoint field is shown in Table 7-59/Q.2630.3; the field is a fixed size
field of 1 octet.

Table 7-59/Q.2630.3
Structure of the AAL type 2 path QoS codepoint field

8 | 7 6 5 | 4 | 3 2 1
AAL type 2 path QoS codepoint Octet 1

The “AAL type 2 path QoS codepoint” has the following meaning:
0: reserved for assignment by ITU-T
1. stringent class
2: tolerant class
3,4. reserved for assignment by ITU-T
5: stringent bi-level class
610 127: reserved for assignment by ITU-T
12810 255: reserved for network specific assignment

The attributes of “stringent class’, “tolerant class’, and “stringent bi-level class’ are those defined in ITU-T
Recommendation 1.356!*%,
7.4.22  Served User Correlation ID value

The structure of the Served User Correlation 1D value field is shown in Table 7-60/Q.2630.3; the field is a fixed size
field of 1 octet.

Table 7-60/Q.2630.3
Structure of the Served User Correlation ID valuefield

8 7 6 5 | 4 | 3 2 1
Served User Correlation ID value Octet 1

The Served User Correlation ID value adheres to the specificationsin I TU-T Recommendation 1.366.2*.

7.4.23 AAL Type 2 Node Automatic Congestion Level

The structure of the AAL type 2 Node Automatic Congestion Level field is shown in Table 7-61/Q.2630.3; the field isa
fixed sizefield of 1 octets.

Table 7-61/Q.2630.3
Structure of the AAL type 2 Node Automatic Congestion L evel field

8 7 6 5 | 4 | 3 2 1
AAL type 2 Node Automatic Congestion Level codepoint Octet 1

The “AAL type 2 Node Automatic Congestion Level Codepoint” has the following meaning:
0000000 spare
0000001 congestion level 1 exceeded
0000010 congestion level 2 exceeded
0000011
to } spare
1111111



4] -
TD 26 (PLEN)

7.4.24  Priority
The structure of the Priority field is shown in Table 7-62/Q.2630.3; the field isafixed size field of 1 octets.

Table 7-62/Q.2630.3
Structure of the Priority field

8 | 7 | e | 5 | 4 3 2 1
Reserved Priority Octet 1
The priority code-point has the following meaning:
000 level 1 (highest)
001 level 2
010 level 3
011 level 4
100 level 5 (lowest)
101
to } reserved
111

7.4.25 AAL Type 2 Hop Counter

The structure of the AAL type 2 Hop Counter field is shown in Table 7-63/Q.2630.3; the field is a fixed size field of 1
octets.

Table 7-63/Q.2630.3
Structure of the AAL type 2 Hop Counter field

8 7 6 5 | 4 | 3 2 1
AAL type 2 Hop Counter codepoint Octet 1

The“AAL type 2 Hop Counter Codepoint” has the following meaning: The hop counter contains the binary value of the
number of contiguous connection segments/ bearer control associations that are allowed to complete the connection.
7.4.26 CPS bit rate

The structure of the CPS bit rate field is shown in Table 7-64/Q.2630.3; the field is afixed size field of 6 octets.

TABLE 7-64/Q.2630.3
Structure of the CPS bit ratefield

8 7 6 5 | 4 | 3 2 1
Octet 1
CPS bit rate in the forward direction Octet 2
Octet 3
Octet 4
CPS hit rate in the backward direction Octet 5
Octet 6

A CPS hit rate may be used as a Peak CPS hit rate or a Sustainable CPS bit rate according to ITU-T Recommendation
1.378™. Allowed values are O to 16384 khit/s. The granularity is 64 bit/s.
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7.4.27 CPS token bucket size

The structure of the CPS token bucket size field is shown in Table 7-65/Q.2630.3; the field is a fixed size field of 4
octets.

TABLE 7-65/Q.2630.3
Structure of the CPStoken bucket sizefield

8 7 6 5 | 4 | 3 2 1
CPS token bucket size in the forward direction Octet 1
Octet 2
CPS token bucket size in the backward direction Octet 3
Octet 4

A CPS token bucket size represents a CPS token bucket size associated either with a Peak CPS bit rate or a Sustainable
CPS bit rate according to I TU-T Recommendation 1.3781*%. Allowed values are 48 to 4096 octets.

7.4.28 Maximum allowed CPS packet size

The structure of the CPS packet size field is shown in Table 7-66/Q.2630.3; the field is afixed size field of 2 octets.

TABLE 7-66/Q.2630.3
Structure of the CPS packet sizefield

8 7 6 5 | 4 | 3 2 1
CPS packet size in the forward direction Octet 1
CPS packet size in the backward direction Octet 2

A CPS packet size may be used as maximum CPS packet size, in octets, allowed to be sent in the specified direction
during the holding time of the connection according to ITU-T Recommendation 1.378!*. Allowed values are 4 to 48
octets.

7.4.29  Source traffic type

The structure of the source traffic type field is shown in Table 7-67/Q.2630.3; the field isafixed size field of 1 octet.

Table 7-67/Q.2630.3
Structure of source traffic type field

8 7 6 5 | 4 | 3 2 1
Source traffic type codepoint Octet 1

A source traffic type may be used in the specification of a variable bandwidth stringent transfer capability according to
ITU-T Recommendation 1.378!*.

Each source traffic type represented by a codepoint in the Source Traffic Type field must be compliant to the definition
of source traffic typein 1.378™.

The following codes are used for the Source Traffic Type field:
00000000  STT unknown
00000001  AMR"” coded speech
00000010

to } reserved for ITU-T assignment
01111111
10000000

to } reserved for assignment by IMT-2000 family members
00111111
11000000

to } reserved for network specific assignment
11111111
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8 Procedure of the AAL type 2 signalling protocol

Before an ATM VCC (AAL type 2 path) is put into service between a pair of adjacent AAL type 2 nodes, certain
actions need to be performed. An identifier caled the AAL type 2 path identifier is assigned to the ATM VCC. This
identifier is used to refer to the ATM VCC in the AAL type 2 signalling protocol messages. The AAL type 2 path
identifier shall uniquely identify the ATM VCC between the two adjacent AAL type 2 nodes.

Onany ATM VCC used for AAL type 2 connections, all CID values from “8” to “255” are available for assignment.

Any timeanew ATM VCC is put into service, the ownership of the ATM VCC shall be determined before AAL type 2
connections are established in it. In case of switched ATM VCC, the owner of the VCC shall be the AAL type 2 node
that initiated the establishment of the VCC. In case of PVC and soft PVC, it is the responsibility of the management
system to determine the owner of the VCC.

The nodal function is informed by layer management of a newly established AAL type 2 path by the use of the ADD-
PATH.indication primitive containing the adjacent AAL type 2 node identifier, the AAL type 2 path identifier, and the
ownership. The nodal function is informed by layer management of the removal of an AAL type 2 path by use of the
REMOVE-PATH.indication primitive containing the adjacent AAL type 2 node identifier and the AAL type 2 path
identifier.

In order to minimize the likelihood of CID collision, the following CID allocation mechanism shall be used:

o if the AAL type 2 node owns the AAL type 2 path that carries the new connection, it allocates CID values
from CID value 8 upwards; and

o if the AAL type 2 node does not own the AAL type 2 path that carries the new connection, it allocates CID
values from CID value 255 downwards.

Each AAL type 2 connection request (regardless of coming directly from an AAL type 2 served user or from an
adjacent AAL type 2 node) shall contain an AAL type 2 service endpoint address which indicates the destination of the
intended AAL type 2 connection instance. This information is used to route the AAL type 2 connection via the AAL
type 2 network to its destination service endpoint. In capability set 3, the supported address formats are: NSAP and
E.164.

It is up to the application area or the operator of a particular network to decide what addressing plan is used in the AAL
type 2 network. The addressing plan in the AAL type 2 network can be a reuse of the addressing plan in the underlying
ATM network but it can also be an independent addressing plan defined exclusively for the AAL type 2 network.

NOTE — Causes in the procedures defined in 8§ 8 specify which ITU-T standardized code should be used in cause
parameters of AAL type 2 signalling protocol messages. Implementation dependent non-standardized causes may be
used for AAL type 2 signalling entity internal processing and for A2SU-SAP and LM-SAP cause primitive parameters.

The following procedures may be supported as a network option:

a) Connection priority

b) Automatic congestion control (see Recommendation Q.5421*%)

C) Hop Counter Procedure

d) Temporary Alternative Routing Procedure (see ITU-T Recommendation E.412[*7)

8.1 Compatibility
8.1.1 General requirements on receipt of unrecognized signalling information

It may happen that a node receives unrecognized signalling information, i.e. messages, parameter types or subfield
values. This can typicaly be caused by the upgrading of the signalling system used by other nodes in the network. In
these cases the following compatibility procedures are invoked to ensure the predictable network behavior.

All messages and parameters shall include a compatibility field generated by the nodal function.

The procedures to be used on receipt of unrecognized information make use of:

° compatibility field received in the same message as the unrecognized information;

° the cause parameter containing a cause value and diagnostics;

° the confusion message and the release request message (maintaining the link associated signalling
relationship); and

° the release confirm message, the reset confirm message, the block confirm message, and the unblock confirm

message (terminating the link associated signalling relationship).
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The following causes are used:
° “message type non-existent or not implemented”;
° “information element/parameter non-existent or not implemented”; or
° “message with unrecognized parameter, discarded”.

For all the above causes a diagnostic field is included containing, dependant on the cause, the message identifier and
zero, one, or more pairs of parameter identifier and field number.

The procedures are based on the following assumptions:

i) Since nodes can be both national and international nodes, the compatibility mechanism is applicable to the
national and international network.

i) If anode receives a confusion message, a rel ease request message, a rel ease confirm message, areset confirm
message, a block confirm message, or an unblock confirm message indicating an unrecognized message or
parameter received, it assumes interaction with a node supporting a different functional level.

NOTE — A node may be at a different functional level due to having implemented a different capability set
or another subset of the protocol specified in this Recommendation.

When an unrecognized parameter or message is received, the node will find some corresponding instructions contained
in the parameter compatibility information or message compatibility field respectively. The message compatibility field
contains the instructions specific for the handling of the complete message.

The instruction indicators consist of two subfields, one to indicate how to handle unrecognized parameters or messages
and the other to indicate what to do when an unrecognized parameter or message cannot be passed on. The following
general rules apply to the interpretation of these instruction indicators:

a) “Reserved” subfields of the compatibility field are not examined. They may be used by future capability sets
of this Recommendation; in this case, the future capability sets will set the currently defined instruction
indicators to a reasonable value for nodes implementing the current capability set. This rule ensures that more
types of instructions can be defined in the future without creating a backward compatibility problem.

b) At an AAL type 2 node, the connection is released, using normal release procedures, if the instruction
indicator is set to “release connection”.

c) At an AAL type 2 node if the instruction indicator is set to: “Discard message’, or “Discard parameter”, the
message or parameter is discarded, as instructed. If the send notification indicator is set to “send
notification”, the appropriate message is issued towards the node that sent the unrecognized information:

° A confusion message is sent in response to an establish request message, an establish confirm
message or in response to an unrecognized message.

° The appropriate confirm message is sent in response to a release request message, block request
message, unblock request message, or reset request message.

° No response is returned in response to a confusion message, release confirm message, block

confirm message, unblock confirm message, or reset confirm message.

d) At an AAL type 2 node, if the instruction indicator is set to “pass-on”, the unrecognized message or
parameter is passed to the link associated signalling relationship on the other side of the AAL type 2 switch
used for this connection. If the ability to “pass-on” is not possible at an AAL type 2 switch, then the
instruction indicators “ pass-on not possible” are examined.

NOTE — Examples of where “pass-on” might not be possible are: At AAL type 2 service endpoints, or in
AAL type 2 switches in inter-operator situations, where “pass-on” might depend on bilateral agreements.

€) For the case of an unrecognized parameter, it is possible for the instruction to require that either the
unrecognized parameter or the whole message be discarded. This provides for the case where the sending
node determines that it is not acceptable for the message to continue being processed without this parameter.

8.1.2 Procedures for the handling of the unrecognized messages or parameters

If the unrecognized signalling information is received, an ERROR.indication primitive with an appropriate cause
(described in the following sections) is sent to layer management, except when the action taken is to pass on the
message or parameter transparently.
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A confusion message must not be issued in response to the following messages:
® Confusion ® Block request ® Block confirm
® Releaserequest ® Unblock request ® Unblock confirm
® Release confirm ®* Reset request ® Reset confirm
Any unrecognized parameters received in the following messages are discarded:
® Confusion ® Block confirm ® Unblock confirm
® Release confirm ®* Reset confirm

8.1.2.1  Unrecognized messages

Depending on the instructions received in the message compatibility field, a node receiving an unrecognized message
will either:

a) transfer the message transparently;

b) discard the message;

c) discard the message and send notification; or
d) release the connection.

The release request in case d) and the confusion message in case c¢) shall include the cause “M essage type non-existent
or not implemented”, followed by a diagnostic field containing only the message identifier.

8.1.2.2  Unrecognized parameters

Unexpected parameters (a parameter in the “wrong” message) are handled like unrecognized parameters.

Depending on the instructions received in the parameter compatibility information field, a node receiving an
unrecognized parameter will either:

a) transfer the parameter transparently;

b) discard the parameter;

c) discard the parameter and send notification;
d) discard the message;

€) discard the message and send notification; or
f) release the connection.

In case c), the confusion message shall include the cause “Information element/parameter non-existent or not
implemented” followed by a diagnostic field containing the message identifier and containing pairs of parameter
identifier and field number for each unrecognized parameter; the field number in each pair is set to “zero”.

In case €), the confusion message shall include the cause “Message with unrecognized parameter, discarded”, followed
by a diagnostic field containing the message identifier and a parameter identifier (of the first detected unrecognized
parameter which caused the message to be discarded) and a field number set to “zero”. A confusion message may refer
to multiple unrecognized parameters.

A node recelving a message including multiple unrecognized parameters shall process the different instruction
indicators, associated with those parameters, according to the following order:

1) rel ease the connection;
2) discard the message and send notification;
3) discard the message.

A release request message shall include the cause “Information element/parameter non-existent or not implemented”
followed by a diagnostic field containing the message identifier, the parameter identifier (of the first detected
unrecognized parameter which caused the connection to be released), and a field number set to “zero”.

If arelease request message is received containing an unrecognized parameter, depending on the instructions received
in the parameter compatibility field the node will either:

° transfer the parameter transparently;
° discard the parameter; or
° discard the parameter and send a cause “Information element/parameter non-existent or not implemented”, in

the release confirm message; the diagnostic field contains the message identifier and one or more pairs of
parameter identifier and field number indicating all parameters that match the cause value; the field number
of al pairs contains the null value.
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If ablock request message is received containing an unrecognized parameter, depending on the instructions received in

the parameter compatibility field the node will either:

° discard the parameter; or

° discard the parameter and send a cause “Information element/parameter non-existent or not implemented”, in
the block confirm message; the diagnostic field contains the message identifier and one or more pairs of
parameter identifier and field number indicating all parameters that match the cause value; the field number
of al pairs contains the null value.

If an unblock request message is received containing an unrecognized parameter, depending on the instructions received

in the parameter compatibility field the node will either:

° discard the parameter; or

° discard the parameter and send a cause “Information element/parameter non-existent or not implemented”, in
the unblock confirm message; the diagnostic field contains the message identifier and one or more pairs of
parameter identifier and field number indicating all parameters that match the cause value; the field number
of al pairs contains the null value.

If areset request message is received containing an unrecognized parameter, depending on the instructions received in

the parameter compatibility field the node will either:

° discard the parameter; or

° discard the parameter and send a cause “Information element/parameter non-existent or not implemented”, in
the reset confirm message; the diagnostic field contains the message identifier and one or more pairs of
parameter identifier and field number indicating all parameters that match the cause value; the field number
of al pairs contains the null value.

8.1.2.3  Unrecognized fields

There exists no specific compatibility information for each field. For all fields contained in a parameter, the
compatibility information of the parameter applies.

Any value in a subfield that is marked as “spare”, “reserved” or “national use” is regarded as unrecognized and the
procedures as stated for unrecognized parameters apply except that the field number is coded in the diagnostics field.
8.1.3 Procedures for the handling of responses indicating unrecognized information has been sent

Action taken on receipt of responses indicating unrecognized information has been sent at an originating or terminating
AAL type 2 node will depend on the connection state and the affected service.

The definition of any procedure that is outside the basic connection setup protocol, as defined in this Recommendation,
should include procedures for handling responses that indicate that another node has received, but not recognized,
information belonging to that procedure. The procedure receiving this response should take the appropriate actions.

The default action taken on receipt of a confusion message is to discard the message without disrupting normal
connection processing.

8.2 Nodal functions

Interworking with AAL type 2 nodes that conform only to ITU-T Recommendations Q.2630.1™ or Q.2630.21% is
specified in Annex C; the procedures in the main body of the Recommendation exclusively describe the AAL type 2
signalling control protocol capability set 3.

8.2.1 Nodal functions for AAL type 2 nodes with served user interaction

8.21.1 Connection control

8.2.1.1.1 Successful connection set up

821111 Actions at the originating AAL type 2 service endpoint

When the nodal function receives an ESTABLISH.request primitive from the AAL type 2 served user, the following
parameters are mandatory:

o Destination Endpoint Address; and

o Transfer Capability.
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When the nodal function receives an ESTABLISH.reguest primitive from the AAL type 2 served user, the restrictions
on the optionality of the parameters used only for interworking with CS1 or CS2 nodes is described in Annex C. These
optiona parameters are the following:

The Preferred Transfer Capability;

Transfer Capability Support;

Link Characteristics;

Preferred Link Characteristics;

Modify Support for Link Characteristics,

Preferred Service Specific Information;

Modify Support for Service Specific Information;

Service Specific Information (Audio); and

Service Specific Information (Multirate).

No optionality restrictions apply to the other parameters.

The nodal function analyses the routing information and selects a route with sufficient AAL type 2 path resources on a
path with the requested path type (or network default if the path type is not specified) to the succeeding AAL type 2
node. It then selects an AAL type 2 path from within that route which is able to accommodate the new connection.

NOTE 1 — Routing typically is based on:

b Addressing information,

The Test Connection Indicator,

Transfer Capability,

Requested Path Type,

Automatic congestion control and the congestion level in the routing tables, and
Temporary Alternative Routing control (see ITU-T Recommendation E.412*7).

When the nodal functions selects a route, the connection priority information, if received from the AAL Type 2 served
user is used to select aroute that has sufficient AAL type 2 path resourcesto the succeeding AAL type 2 node.

Under the normal condition, when the network is not congested and the AAL Type 2 service endpoint has the necessary
resources to complete it, the connection establishment is processed without special treatments.

NOTES
1 In times of network congestion, when the AAL Type 2 service endpoint does not have sufficient resources to
complete all of the incoming connection establishment requests, as one option, the AAL Type 2 service
endpoint may give preferential treatments based on the priority level.

2 The preferential treatment should include access to reserved network resources, e.g.:

° the highest priority connections are given access to available network resources including the
resources reserved for highest priority connections;
° the second highest priority connections are given access to available network resources including

the resources reserved for the second highest priority connections, except for the resources
reserved for the highest priority connections, and so on;

3 Allocation of reserved network resources to specific priority levels is implementation specific, and is not a
subject for standardization.

AAL type 2 service endpoint internal resources are allocated for the new connection from the originating AAL type 2
served user to the outgoing AAL type 2 path. The connection priority information, if received, is taken into
consideration when allocating these resources.

On the selected outgoing AAL type 2 path, the CID and other resources (e.g. indicated by the Transfer Capability
parameter) are allocated for the outgoing AAL type 2 link. The handling of interworking with CS1 and CS2 nodes is
specified in Annex C.
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The following parameters — if they were conveyed by the originating AAL type 2 served user — shall not be modified
by the nodal function:

the Destination Service Endpoint Address,
the Origination Service Endpoint Address,
the Served User Generated Reference,

the Served User Transport,

the Transfer Capability,

the Preferred Transfer Capability,

the Transfer Capability Support,

the Link Characteristics,

the Preferred Link Characteristics,

the Modify Support for Link Characteristics,
the SSCS Information,

the Preferred SSCS Information,

the Modify Support for SSCS Information,
the Path Type,

the Connection Priority, and

the Test Connection Indicator.

The following parameters — if they were conveyed by the originating AAL type 2 served user — have significance to
the served user only, therefore, they shall not be examined by the nodal function:

° the Origination Service Endpoint Address,
b the Served User Generated Reference,

° the Served User Transport,

o the SSCS Information,

i the Preferred SSCS Information, and

[ )

the Modify Support for SSCS Information.

An outgoing protocol entity instance isinvoked and the following parameters are passed to it:
° the Destination AAL type 2 Service Endpoint Address,

° the Transfer Capability,
° the AAL type 2 Path Identifier, and
° aCID value.

The nodal function shall pass the following parameters to the outgoing protocol entity instance only if they were
conveyed by the originating AAL type 2 served user:

the Origination AAL type 2 Service Endpoint Address,
the Served User Generated Reference,

the Served User Transport,

the Preferred Transfer Capability,

the Transfer Capability Support,

the Link Characteristics,

the Preferred Link Characteristics,

the Modify Support for Link Characteristics,

the SSCS Information,

the Preferred SSCS Information,

the Modify Support for SSCS Information,

the Path Type,

the Connection Priority, and

the Test Connection Indicator.

If the Temporary Alternative Routing control is applied a“TAR controlled connection” indication shall be passed to the
outgoing protocol entity instance.

If the hop counter procedure has been activated a Hop Counter containing an initial count value shall be passed to the
outgoing protocol entity instance. The initial count value of the Hop Counter shall be provisioned by the network
operator on aper AAL type 2 node basis (31 maximum).

NOTE 2 — Through-connection at AAL type 2 service endpoints is not specified by this Recommendation. It may be
controlled by the AAL type 2 served user.
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After receiving an indication of the successful AAL type 2 connection setup from the outgoing protocol entity instance,
an ESTABLISH.confirm primitive is sent to the AAL type 2 served user. If a Transfer Capability Support parameter, a
Modify Support for Link Characteristics, or a Modify Support for SSCS Information parameter was received from the
outgoing protocol instance, the respective parameter shall be included in the ESTABLISH.confirm primitive.

821112 Actions at the destination AAL type 2 service endpoint

Upon receiving an indication from an incoming protocol entity instance requesting a new connection, the nodal function
checks the availability of the CID value and other resources (e.g., indicated by the Transfer Capability parameter), in
theincoming AAL type 2 path.

NOTE — In case of interworking, the Transfer Capability and the Preferred Transfer Capability may be generated by
the AAL type 2 service endpoint (see Annex C).

The following parameters — if they were conveyed by the incoming protocol entity instance — shall not be modified
by the nodal function:

the Destination Service Endpoint Address,
the Origination Service Endpoint Address,
the Served User Generated Reference,

the Served User Transport,

the Transfer Capability,

the Preferred Transfer Capability,

the Transfer Capability Support,

the Link Characteristics,

the Preferred Link Characteristics,

the Modify Support for Link Characteristics,
the SSCS Information,

the Preferred SSCS Information,

the Modify Support for SSCS Information,
the Path Type,

the Connection Priority, and

the Test Connection Indicator.

The following parameters — if they were conveyed by the incoming protocol entity instance — have significance to the
served user only, therefore, they shall not be examined by the nodal function:

the Origination Service Endpoint Address,

the Served User Generated Reference,

the Served User Transport,

the SSCS Information,

the Preferred SSCS Information, and

the Modify Support for SSCS Information.

If the Test Connection Indicator parameter is present, a “locally blocked” or “remotely blocked” AAL type 2 path shall
be acceptable for the incoming connection.

If the CID and the other resources are available for the new connection, they are allocated to the new connection and
then the AAL type 2 service endpoint address is examined. The nodal function determines that the destination AAL
type 2 service endpoint has been reached.

When the nodal function checks the availability of resources in the incoming AAL type 2 path, the Connection Priority
information, if received, istaken into consideration.

Under the normal condition, when the network is not congested and the AAL Type 2 service endpoint has the necessary
resources to complete it, the connection establishment is processed without special treatments (see notes in 8
8.2.1.1.1.1).

If a Temporary Alternative Routing (TAR) control parameter or a Hop Counter parameter is received, they shall be
ignored.

AAL type 2 service endpoint internal resources are alocated for the new connection from the incoming AAL type 2
path to the destination AAL type 2 served user. The connection priority information, if received, is taken into
consideration when allocating these resources.
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The nodal function acknowledges the successful AAL type 2 connection establishment towards the incoming protocol

entity instance. The nodal function shall pass the following parameters to the incoming protocol entity instance only if
they were conveyed by the incoming protocol entity instance:

° the Transfer Capability Support,
° the Modify Support for Link Characteristics, and
° the Modify Support for SSCS Information.

An ESTABLISH.indication primitive is sent to the AAL type 2 served user to inform it of the successfully established
new connection. The nodal function shall pass the following parameters to the destination AAL type 2 served user only
if they were conveyed by the incoming protocol entity instance:

° the Origination AAL type 2 Service Endpoint Address,

the Served User Generated Reference,

the Served User Transport,

the Transfer Capability,

the Preferred Transfer Capability,

the Transfer Capability Support,

the Link Characteristics,

the Preferred Link Characteristics,

the Modify Support for Link Characteristics,

the SSCS Information,

the Preferred SSCS Information,

the Modify Support for SSCS Information,

the Path Type,

the Connection Priority, and

the Test Connection Indicator.

NOTE 2 — Through-connection at AAL type 2 service endpoints is not specified by this Recommendation. It may be
controlled by the AAL type 2 served user.

8.2.1.1.2 Unsuccessful/abnormal connection set up
821121 Actions at the originating AAL type 2 service endpoint

If the AAL type 2 path selection or the allocation of a CID and other resources for the outgoing AAL type 2 link
described in § 8.2.1.1.1.1 fails, a RELEASE.confirm primitive is returned to the AAL type 2 served user with one of the
following causes:

° “Unallocated (unassigned) number”;

“No route to destination”;

“No circuit/channel available’;

“Resource unavailable, unspecified”;

“Network out of order”; or

“Temporary failure”.

NOTE — Path selection failure may be due to the unavailability of an AAL type 2 path with the requested path type.

If AAL type 2 service endpoint internal resources are not available for the new connection, a RELEASE.confirm
primitiveis sent to the AAL type 2 served user with the cause “ Switching equipment congestion”.

If the AAL Type 2 service endpoint cannot complete a high priority connection establishment reguest even after
application of the preferential treatment, a RELEASE.confirm primitive is sent to the AAL type 2 served user with the
cause “Resource unavailable, unspecified”.

Upon receiving a negative acknowledgement for the connection setup request from the outgoing protocol entity
instance, all the resources associated with this AAL type 2 link are released and made available for new traffic. The
association to the outgoing protocol entity instanceis released.

Features that enable a further connection attempt, involving the selection of a different AAL type 2 path within the
same route or of an alternative route, may be implemented. Such reattempts may use the CEID parameter returned in
the Release Confirm (RLC) message and may select a different AAL type 2 path within the same route only. If the
CEID parameter specifies an AAL Type 2 path with insufficient resources available for the connection attempt, no
connection attempt is made on that path.
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If no further connection attempt is made, the AAL type 2 service endpoint internal resources are released and a
RELEASE.confirm primitive is sent to the AAL type 2 served user with the cause received from the outgoing protocol
entity instance.

When an indication is received from the outgoing protocol entity that the establishment request has been rejected, and
there has been a change in the level of congestion of the adjacent node, the routing tables in the nodal function shall be
updated accordingly. The absence of an Automatic Congestion Control parameter indicates that there is no reported
congestion in the adjacent node, whilst if the Automatic Congestion Control parameter is present it indicates whether
congestion level 1 or 2 has been exceeded. After the routing tables have been updated, the Automatic Congestion
Control parameter is discarded.

Upon receiving an indication from the outgoing protocol entity instance that a timer has expired, the association to the
outgoing protocol entity instance is released and a reset procedure is started (see § 8.2.1.2.1.1 case 3 a)). The AAL type
2 service endpoint internal resources are released. A RELEASE.confirm primitive is sent to the AAL type 2 served user
with the cause received from the outgoing protocol entity instance, i.e. “Recovery on timer expiry”.

821122 Actions at the destination AAL type 2 service endpoint

If resources on the incoming AAL type 2 path are not available, the nodal function requests the incoming protocol
entity instance to reject the AAL type 2 connection with one of the following causes as applicable:

° “Resource unavailable, unspecified”; or

° “Reguested circuit/channel not available”.

If the nodal function detects that the destination is not reachable it may issue a redirection request by rejecting the AAL
type 2 connection with the cause “No route to destination” and include an aternative AAL type 2 path identifier in a
Connection Element Identifier parameter.

If the nodal function is aware that the SSCS parameters are not supported, it requests the incoming protocol entity
instance to reject the AAL type 2 connection with the cause “ AAL parameters cannot be supported”.

The association between the nodal function entity and itsincoming protocol entity instance is released.

If an AAL type 2 path is “locally blocked” and an indication from an incoming protocol entity instance of the request
for a new connection other than atest connection is received, the following actions are taken:

1) The indication of the request for a new connection establishment is ignored and the incoming protocol entity
instance is instructed to terminate and enter state “ldle”; the association with the incoming protocol entity
instance is released and an ERROR.indication primitive with the CEID and the cause “Temporary failure” is
sent to layer management.

2) The blocking procedure specified in § 8.2.1.2.2.1 case b) is initiated for the AAL type 2 path on which the
new connection was requested to be established.

If an AAL type 2 path is “remotely blocked” and an indication from an incoming protocol entity instance of the request
for a new connection other than atest connection is received, the following actions are taken:

1) The AAL type 2 path is set to “remotely unblocked”.
NOTE — This procedure shall not be considered as the normal way to remove the “remotely blocked”
condition.

2) The incoming connection establishment request is processed normally, i.e. asif the AAL type 2 path was not

“remotely blocked” to begin with.

If AAL type 2 service endpoint internal resources are not available for the new connection, a negative
acknowledgement for the connection setup request shall be returned to the incoming protocol entity instance with the
cause “ Switching equipment congestion”. The resources allocated to the incoming AAL type 2 path are released and the
associ ation between the incoming protocol entity instance and the nodal function is released.

If the AAL Type 2 service endpoint cannot complete a high priority connection establishment reguest even after
application of the preferential treatment, a negative acknowledgement for the connection setup request shall be returned
to the incoming protocol entity instance with the cause “Resource unavailable, unspecified”. The resources allocated to
the incoming AAL type 2 path are released and the association between the incoming protocol entity instance and the
nodal function is released.



-52-
TD 26 (PLEN)

Upon receiving an indication from an incoming protocol entity instance requesting a new connection and the connection
request is to be rejected, the nodal function checks the level of congestion of the node. If either of the two congestion
thresholds is exceeded, an Automatic Congestion Control parameter is passed to the protocol entity with the rejection
indication. This parameter indicates the level of congestion (congestion level 1 or 2) to the adjacent AAL Type 2 node.

8.2.1.1.3 Normal connection release
821131 Actions at the AAL type 2 service endpoint that originates the release

When the nodal function at an AAL type 2 service endpoint receives a RELEASE.request primitive from the AAL type
2 served user, it requests the protocol entity instance to release the connection. The reguest carries the cause of the
release which shall be “Normal, unspecified” in case of normal connection release or “AAL parameters cannot be
supported” if the AAL type 2 served user determines that it cannot support the SSCS parameters.

The Cause parameters shall not be modified by the nodal function.

When a release is to be initiated, the nodal function checks the level of congestion of the node. If either of the two
congestion thresholds is exceeded, an Automatic Congestion Control parameter is passed to the protocol entity with the
release indication. This parameter indicates the level of congestion (congestion level 1 or 2) to the adjacent AAL Type 2
node.

Upon acknowledgement of the successful connection release from the protocol entity instance, al the resources
associated with this AAL type 2 link are released and made available for new traffic, and the AAL type 2 service
endpoint internal resources are released. The association to the protocol entity instance is released.

821132 Actions at the AAL type 2 service endpoint that receives the release

When the nodal function at an AAL type 2 service endpoint receives a request from a protocol entity instance to clear
the connection, all the resources associated with this AAL type 2 link are released and made available for new traffic,
and the AAL type 2 service endpoint internal resources are released. The release is confirmed to the protocol entity
instance and a RELEASE.indication primitive with the cause received from the protocol entity instance is sent to the
AAL type 2 served user. The Cause parameters shall not be modified by the nodal function. The association between
the nodal function and the protocol entity instance is released.

When a Release indication containing an Automatic Congestion Control parameter is received from the incoming or
outgoing protocol entity, and there has been a change in the level of congestion of the adjacent node, the routing tables
in the nodal function shall be updated according to the indicated congestion level. The absence of an Automatic
Congestion Control parameter indicates that there is no reported congestion in the adjacent node, whilst if the
Automatic Congestion Control parameter is present it indicates whether congestion level 1 or 2 has been exceeded.
After the routing tables have been updated, the Automatic Congestion Control parameter is discarded.

8.2.1.1.4 Abnormal connection release procedures

When the nodal function at an AAL type 2 service endpoint receives an indication from the protocol entity instance that
atimer has expired, the association to the protocol entity instance is released and a maintenance protocol entity instance
isordered to start a reset procedure.

8.2.1.1.5 Successful modification

NOTE 1 — Modification of connection resources and SSCS layer resources are mandatory capabilities in this
Recommendation (asin ITU-T Recommendation Q.2630.21*%). Modify Support parameters and the Transfer Capability
Support parameter are only required for interworking with CS1 and CS2 nodes (see Annex C).

NOTE 2 —The effect of SSCS information in AAL type 2 CS3 nodes is restricted to the allocation, configuration and
management of the respective SSCS layer resourcesin AAL type 2 CS3 service endpoints.
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821151 Actions at the AAL type 2 service endpoint originating the modification request

When the nodal function receives a MODIFY .request primitive from the AAL type 2 served user, the following

restrictions on the optionality of the parameters of the primitive apply:

° A Transfer Capability parameter or an SSCS Information parameter must be present.

° If a Transfer Capability parameter is present, this parameter has to refer to the same AAL type 2 transfer
capability asthe AAL type 2 Transfer Capability parameter in the ESTABLISH.request primitive.
NOTE —For example, if the AAL type 2 Transfer Capability parameter in the ESTABLISH.request
primitive indicated a Variable Bandwidth Stringent Transfer Capability, the AAL type 2 Transfer Capability
parameter in the MODIFY .request primitive, if present, may only indicate a Variable Bandwidth Stringent
Transfer Capability.

° If an SSCS Information parameter is present, this parameter has to refer to the same SSCS Information as the
SSCS Information parameter in the ESTABLISH.request primitive.
NOTE — For example, if the SSCS Information parameter in the ESTABLISH.reguest primitive indicated an
audio service specific information, the SSCS Information parameter in the MODIFY .request primitive, if
present, may only indicate an audio service specific information.

° HK1d: If an SSCS Information parameter is present, it must be either an “SSCS Information (Audio
Extended)” parameter or an “ SSCS Information (Multirate Extended)” parameter.

When the nodal function receives a MODIFY .request primitive from the AAL type 2 served user, the restrictions on the
optionality of the Link Characteristics parameter that is used only for interworking with CS1 or CS2 nodes is described
in Annex C.

When the nodal function receives a MODIFY .request primitive from the AAL type 2 served user that conveys a
Transfer Capability parameter, it checks the availability of resources indicated by the AAL type 2 connection resource
inthe AAL type 2 path. If the resources are available for the connection, they are reserved for the connection.

The protocol entity instance is informed of the modification request. The nodal function shall pass the following
parameters to the protocol entity instance only if they were conveyed by the AAL type 2 served user:

o the Served User Correlation ID,
° the Transfer Capability,

4 the Link Characteristics, and

o the SSCS Information.

The following parameters — if they were conveyed by the originating AAL type 2 served user — shall not be modified
by the nodal function:
the Served User Correlation ID,

° the Transfer Capability,
4 the Link Characteristics, and
b the SSCS Information.

The following parameters — if they were conveyed by the originating AAL type 2 served user — have significance to
the served user only, therefore, they shall not be examined by the nodal function:

° the Served User Correlation ID, and

° the SSCS Information.

After receiving an indication of the successful modification from the protocol entity instance and AAL type 2
connection resources were requested to be modified, the reserved additional resources are allocated to the connection or
resources no longer required for this AAL type 2 connection are freed.

A MODIFY .confirm primitive is then sent to the AAL type 2 served user. If a Served User Correlation ID parameter
was received from the protocol entity instance, it shall be included in the MODIFY .confirm primitive. The Served User
Correlation 1D parameter has significance to the served user only, therefore, it shall not be examined by the nodal
function.

821152 Actions at the AAL type 2 service endpoint receiving the modification request

Upon receiving an indication from a protocol entity instance requesting modification of the AAL type 2 connection
resource, i.e.,, a Transfer Capability parameter is conveyed, the noda function checks the availability of resources
indicated by the AAL type 2 connection resource information in the incoming AAL type 2 path. If the resources are
available for the connection, they are reserved for the connection.
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NOTE — In case of interworking, the Transfer Capability may be generated by the AAL type 2 service endpoint (see
Annex C).

A MODIFY .indication primitive is sent to the AAL type 2 served user to inform it of the modification of AAL type 2
connection resource. The nodal function shall pass the following parameters to the AAL type 2 served user only if they
were conveyed by the protocol entity instance:

the Served User Correlation ID,

the Transfer Capability,

the Link Characteristics, and

the SSCS Information.

The following parameters — if they were conveyed by the originating AAL type 2 served user — have significance to
the served user only, therefore, they shall not be examined by the nodal function:

° the Served User Correlation ID, and

° the SSCS Information.

Upon receiving a MODIFY .response from the served user and AAL type 2 connection resources were requested to be
modified, the reserved additional resources are allocated to the connection or resources no longer required for this AAL
type 2 connection are freed. The nodal function acknowledges the successful AAL type 2 connection resource
modification towards the protocol entity instance. If a Served User Correlation ID parameter was contained in the
MODIFY .response primitive, this parameter is passed to the protocol entity. The Served User Correlation ID parameter
has significance to the served user only, therefore, it shall not be examined by the nodal function.

8.2.1.1.6 Unsuccessful/abnormal modification
821161 Actions at the AAL type 2 service endpoint originating the modification request

If resources on the AAL type 2 path are not available, a MODIFY-REJECT .confirm primitive is returned to the AAL
type 2 served user with the cause “ Resource unavailable, unspecified”.

Upon receiving a negative acknowledgement for the modification request from the protocol entity instance, al
additional resources reserved for the modification request are freed. A MODIFY -REJECT .confirm primitive is sent to
the AAL type 2 served user with the cause received from the protocol entity instance. The Cause parameters shall not be
modified by the nodal function.

Upon receiving an indication from the outgoing protocol entity instance that a timer has expired, the association to the
outgoing protocol entity instance is released and a reset procedure is started (see § 8.2.1.2.1.1 case 3a). The AAL type 2
service endpoint internal resources are released. A RELEASE.indication primitive is sent to the AAL type 2 served user
with the cause received from the outgoing protocol entity instance, i.e., “ Recovery on timer expiry”.

8.211.6.2 Actions at the AAL type 2 service endpoint receiving the modification request

If the resources on the AAL type 2 path are not available, the nodal function requests the protocol entity instance to
reject the AAL type 2 modification request with the cause “Resource unavailable, unspecified”.

8.2.1.1.7 Connection release during modification

The release procedures take precedence over the modification procedures.

821171 Actions at the AAL type 2 service endpoint

When the nodal function receives a RELEASE.request primitive from the AAL type 2 served user or an indication of
connection release from the protocol entity instance during the modification procedures, the noda function will
continue with normal connection release procedures.

8.2.1.2 Maintenance control
8.2.1.2.1 Reset

The reset procedure is invoked under abnormal conditions such as when the current status of the channels is unknown
or ambiguous, for example, an AAL type 2 switching system that has suffered memory mutilation will not know the
status of channels in one or several AAL type 2 paths. All the affected channels and any associated resources (e.g.
bandwidth, etc.) between the two adjacent AAL type 2 nodes shall be released. The resources are made available for
new traffic.
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The reset procedure covers the following three cases:

1) Case 1: Reset all channels used for user plane traffic (see note) in al AAL type 2 paths associated with a
signalling transport association between two adjacent AAL type 2 nodes.

2) Case 2: Reset all channels used for user plane traffic (see note) in a single AAL type 2 path between two
adjacent AAL type 2 nodes represented by an AAL type 2 Path I dentifier.

3) Case 3: Reset asingle channel between two adjacent AAL type 2 nodes.

NOTE — Channels used for user plane traffic refers to channels that are under the control of the AAL type 2 signalling
entity. They areidentified by CID values“8” ... “255". Other channels are unaffected by the reset procedure.

The reset procedure should be initiated when:

a) Signalling anomalies are detected by the AAL type 2 signalling entity. The following anomalies are detected
by the protocol procedures and are indicated to the nodal function:
° Timer “Timer_ERQ” expiry - Action: Reset the single AAL type 2 channel associated with the
outgoing protocol entity instance.
° Timer “Timer_REL” expiry - Action: Reset the single AAL type 2 channel associated with the in-
coming or outgoing protocol entity instance.
° Timer “Timer_MOD"” expiry - Action: Reset the single AAL type 2 channel associated with the in-

coming or outgoing protocol entity instance.

b) Maintenance action is required to recover from abnormal conditions such as loss or ambiguity of association
information (e.g., caused by memory mutilation) between SAID(s) and the channel status of either a specific
channel in a specific AAL type 2 path, all channelsin a specific AAL type 2 path, or al AAL type 2 paths
associated with a signalling transport association between two AAL type 2 signalling nodes. Action: Reset a
single AAL type 2 channel in a specific AAL type 2 path, al AAL type 2 channelsin a single AAL type 2
path or al AAL type 2 channelsin all AAL type 2 paths associated with a signalling transport association
between two adjacent AAL type 2 nodes respectively.

The reset procedures take precedence over the modification procedures.
821211 Actions at reset initiating AAL type 2 node
Reset procedures can beinitiated to reset:

1) all AAL type 2 paths associated with a signalling transport association between two adjacent AAL type 2
nodes,

2) aspecific AAL type 2 path;

3) asingle AAL type 2 channel.

For case 1, layer management passes a RESET .request together with the indication “All AAL type 2 paths associated
with a signalling transport association” to the nodal function which in turn invokes a maintenance protocol entity and
passes a request for reset to that entity together with an indication that all AAL type 2 paths associated with a signalling
transport association must be reset.

For case 2, layer management passes a RESET.request together with the AAL type 2 path identifier to the nodal
function which in turn invokes a maintenance protocol entity and passes a request for reset together with the AAL type
2 path identity.

For case 3 there are two possible subcases, one due to timer expiry and the other due to layer management action:

a) After the expiry of Timer_ERQ, Timer_REL, or Timer_MOD, the nodal function invokes a maintenance
protocol entity by passing a request for a reset together with the identity of the AAL type 2 path and the
channel.

b) Layer management invokes the nodal function which in turn invokes a maintenance protocol entity by

passing arequest for areset together with the identity of the AAL type 2 path and the channel.

In cases 1), 2), and 3 b), the nodal function requests any affected incoming or outgoing protocol entity instances to
terminate and enter state “1dle”. The associations to the incoming or outgoing protocol entity instances are released. The
affected AAL type 2 served users are informed with a RELEASE.indication primitive with the cause “Temporary
failure’.
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For cases 1) and 2), the remote blocking state for the affected path(s) is set to “remotely unblocked”.

Upon receiving a reset confirmation from the maintenance protocol entity instance, the nodal function will make the
affected resources available for new connections, and the AAL type 2 node interna resources are released. The
association to the maintenance protocol entity instance is released. In case 3 a), a RESET .indication primitive with a
CEID parameter is sent to layer management; in al other cases, a RESET.confirm primitive is sent to the layer
management.

NOTE — Thelocal blocking states are not affected.
821212 Actions at reset responding node

Upon receiving a reset indication from the maintenance protocol entity, the nodal function analyses the received
information to determine which AAL type 2 channels are to be reset.

1) If an indication that all AAL type 2 paths associated with a signalling transport association must be reset is
received, then all AAL type 2 channels associated with a signalling transport association between the two
adjacent AAL type 2 nodes are reset.

2) If an indication that al the channels within the identified AAL type 2 path must be reset isreceived, all AAL
type 2 channels within that path are reset.

3) If an indication that a specific channel within an AAL type 2 path must be reset is received, only that channel
iSreset.

In cases 1) and 2), for “locally blocked” AAL type 2 paths, blocking procedures (refer to § 8.2.1.2.2.1 case b)) are
initiated prior to the sending of the reset confirmation.

If resources have been assigned to any of the channels that are reset, the nodal functions make the affected resources
available for new connections, and the AAL type 2 node internal resources are released. It also returns a reset
confirmation to the maintenance protocol entity. The association between the nodal function and the maintenance
protocol entity instance is released. The nodal function informs layer management about the receipt of the reset request
by sending a RESET.indication primitive with the sasme CEID parameter as has been received in the RES message
(reset request).

The nodal function also requests the affected incoming or outgoing protocol entity instances (if any) to terminate and
enter state “Idle’. The associations to the incoming or outgoing protocol entity instances are released. The affected AAL
type 2 served user isinformed with a RELEASE.indication primitive with the cause “ Temporary failure”.

821213 Abnormal reset procedures

Upon receiving a negative acknowledgement with a cause “ Switching equipment congestion” from the maintenance
protocol entity instance, the nodal function repeats the request for the reset.

Upon receiving a negative acknowledgement with another cause from the maintenance protocol entity instance, an
ERROR.indication primitive including the cause received from the maintenance protocol entity instance and the CEID
parameter is sent to layer management.

Upon receiving a STOP-RESET .request primitive with adjacent AAL type 2 node identifier and connection element
identifier parameters from layer management, the nodal function will make the affected resources available for new
connections. The nodal function requests the maintenance protocol entity instance to terminate and enter state “Idle’.
The association between the nodal function and the maintenance protocol entity instance is released.

8.2.1.2.2 Blocking and unblocking of AAL type 2 paths

The AAL type 2 path blocking procedure is provided to prevent an AAL type 2 path from being selected for carrying
new connections other than test connections. Existing connections on the AAL type 2 path are not affected.

Blocking can be initiated by either signalling endpoint that controls an AAL type 2 path. When blocking is invoked,
both ends of the AAL type 2 path are put into a blocked state. A blocked AAL type 2 path cannot be selected for new,
non-test traffic by either AAL type 2 node.

An acknowledgment is required for each blocking and unblocking reguest. The acknowledgment is not sent until the
appropriate action - blocking or unblocking - has been taken.
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Unblocking can only be initiated by the same AAL type 2 node which initiated the blocking procedures. It is performed
by sending an unblocking request. At either end, the blocked state is removed and the AAL type 2 path is made
available again for all new connections.

An AAL type 2 path is considered “unblocked” if it is both “locally unblocked” and “remotely unblocked”.
The blocking and unblocking procedures do not affect the modification procedures.
821221 Initiating blocking

Blocking can be initiated either by layer management, by the reset procedure, or by the connection establishment
procedure.

Case a): When a BLOCK .request primitive is received from layer management for an AAL type 2 path that is currently
“locally unblocked”, the AAL type 2 path becomes “locally blocked”. The AAL type 2 path is made unavailable for the
selection to accommodate new non-test connections.

Case b): A request for blocking can also be received from the reset procedure (§ 8.2.1.2.1.2) or from establishment
procedure (8§ 8.2.1.1.2.2).

In both cases, a maintenance protocol entity is then invoked and the AAL type 2 path identifier and a request for
blocking is passed to it.

When confirmation of the blocking is received from the maintenance protocol entity, a BLOCK.confirm primitive is
sent to layer management and the association to the maintenance protocol entity instance is rel eased.

821222 Initiating unblocking

When an UNBLOCK .request is received from layer management for an AAL type 2 path that is currently “locally
blocked”, a maintenance protocol entity is invoked and the AAL type 2 path identifier and a request for unblocking is
passed to it.

When confirmation of the unblocking is received from the maintenance protocol entity, the AAL type 2 path becomes
“locally unblocked” and the AAL type 2 path is made available again to accommodate new connections (if it is not
“remotely blocked”). An UNBLOCK .confirm is sent to layer management and the association to the maintenance
protocol entity instance is released.

821223 Receiving blocking

When an indication of blocking is received from a maintenance protocol entity for an AAL type 2 path that is currently
“remotely unblocked”, the AAL type 2 path becomes “remotely blocked” and the AAL type 2 path is made unavailable
to accommodate new non-test connections. A response is then sent to the maintenance protocol entity indicating the
acceptance of the blocking and the association to the maintenance protocol entity instance is released.

821224 Receiving unblocking

When an indication of unblocking is received from a maintenance protocol entity for an AAL type 2 path that is
currently “remotely blocked”, the AAL type 2 path becomes “remotely unblocked” and the AAL type 2 path is made
available to accommodate new connections (if it is not “locally blocked™). A response is then issued to the maintenance
protocol entity indicating the acceptance of the unblocking and the association to the maintenance protocol entity
instance is released.

8.21.2.25 Abnormal blocking and unblocking procedures

a) If an indication for blocking is received from a maintenance protocol entity for an AAL type 2 path which is
aready “remotely blocked”, a blocking confirmation is sent to the maintenance protocol entity and the
association to the maintenance protocol entity instance isreleased. No further actions are performed.

b) If an indication for unblocking is received from a maintenance protocol entity for an AAL type 2 path which
is “remotely unblocked”, an unblocking confirmation is sent to the maintenance protocol entity and the
association to the maintenance protocol entity instance isreleased. No further actions are performed.

C) If a BLOCK.request primitive is received from layer management for an AAL type 2 path that is already
“locally blocked”, the procedure in § 8.2.1.2.2.1 is performed.

d) If an UNBLOCK .request primitive is received from layer management for an AAL type 2 path that is already
“locally unblocked”, the procedurein § 8.2.1.2.2.2 is performed.
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e) If an indication of an error is received from the maintenance protocol entity, a BLOCK.confirm primitive or
an UNBLOCK .confirm primitive with the cause received from the maintenance protocol entity instance is
sent to layer management. The association to the maintenance protocol entity is released.

8.2.1.2.3 Transmission fault handling

Fully digital transmission systems are provided between al AAL type 2 nodes. They have some inherent fault
indication features that give an indication to the switching system when faults are detected on the transmission path
level and/or on the virtual path level. On receipt of afault indication from layer management, the routing function in the
switching system inhibits selection of the AAL type 2 path (or paths) concerned for the period that the fault condition
persists. No special actionisrequired for active connections.

8.2.1.24 AAL type 2 signalling entity signalling congestion control

On receipt of a CONGESTION.indication primitive from the generic signalling transport service, the AAL type 2
signalling entity should alter traffic load (e.g. connection attempts) toward the affected AAL type 2 nodes to align with
the congestion level indicated by the primitive.

8.2.1.25 Adjacent AAL type 2 node availability

On receipt of an OUT-OF-SERVICE.indication primitive from the generic signalling transport service, the following
action is required: All AAL type 2 paths to the affected adjacent AAL type 2 node are marked as unavailable in the
routing function prohibiting new (test or user) connection establishments to that AAL type 2 node. Already established
connections need not be released even though signalling messages cannot be sent to the affected node.

On receipt of an IN-SERVICE.indication primitive from the generic signalling transport service, the following action is
required: All AAL type 2 paths to the affected adjacent AAL type 2 node, that are both “locally unblocked” and
“remotely unblocked”, are again marked available in the routing function and any of the unallocated channels can be
used for connections immediately consistent with the congestion level in the primitive. Reset procedures that may have
started during the period of signalling isolation continue and ensure that affected channels are returned to state “ldle”.
Connectionsthat are in state “ Established” are unaffected.

8.2.1.3  Error handling

A message received indicating an AAL type 2 path or CID value that is not controlled by the nodal function shall be
discarded and layer management shall be informed with an ERROR.indication primitive with a cause “Invalid
information element contents”.

If a parameter is present more than once in a message where this parameter is allowed only once, only the first
parameter shall be processed; all subsequent instances of the parameter shall be ignored.

When receiving a message which does not contain the minimum set of parameters required to continue processing, a
protocol error is reported to layer management with an ERROR.indication primitive with a cause “Mandatory
information element is missing” and the message is discarded.

8.2.2 Nodal functions for AAL type 2 nodes without served user interaction

8.2.2.1  Connection control

8.2.2.1.1 Successful connection set up

Upon receiving notification from an incoming protocol entity instance requesting a new connection, the nodal function
checks the availability of the CID value and other resources (e.g., indicated by Transfer Capability parameter), in the
incoming AAL type 2 path.

NOTE — In case of interworking, the Transfer Capability and the Preferred Transfer Capability may be generated by
the AAL type 2 switch (see Annex C).

If the Test Connection Indicator parameter is present, “locally blocked” or “remotely blocked” AAL type 2 paths shall
be acceptable for the incoming connection.

If the CID and the other resources are available for the incoming AAL type 2 link, the resources are allocated to the new
connection.



-59-
TD 26 (PLEN)

If the Hop Counter is received, and the hop counter procedure is activated, the nodal functions shall decrement the Hop
Counter value by 1. If the result is greater than 0, the nodal function shall pass the updated Hop Counter to the outgoing
protocol entity instance when it is invoked. If the Hop Counter is received, and the hop counter procedure is not
activated, the nodal functions shall pass the Hop Counter unmodified to the outgoing protocol entity instance when it is
invoked.

NOTE — If theresult is0, see § 8.2.2.1.2.

The AAL type 2 service endpoint address is then examined. The nodal function determines that the AAL type 2
connection needs to be routed further to reach the destination AAL type 2 service endpoint and analyses the routing
information. It selects a route with sufficient AAL type 2 path resources on a path with the requested path type (or
network default if the path type is not specified) to the next AAL type 2 node. It then selects an AAL type 2 path from
within the route which is able to accommodate the new connection.

NOTE 1 — Routing typically is based on:

Addressing information,

Transfer Capability,

Test Connection Indicator,

Requested Path Type,

Automatic congestion control and the congestion level in the routing tables, and
Temporary Alternative Routing (TAR) control (see ITU-T Recommendation E.412*7).

When the nodal functions selects a route, the Connection Priority information, if received from the incoming protocol
entity instance is used to select a route that has sufficient AAL type 2 path resources to the succeeding AAL type 2
node.

If the “TAR controlled connection” indication is received, the nodal functions shall not apply network management
Temporary Alternative Routing (TAR) to the same connection.

If a Hop Counter is not received, and the hop counter procedure is activated, the nodal function shall pass the Hop
Counter containing an initial count value to the outgoing protocol entity instance when it is invoked. The initial count
value shall be provisioned by the network operator on aper AAL type 2 node basis (31 maximum).

AAL type 2 node internal resources are alocated for the new connection from the incoming AAL type 2 path to the
outgoing AAL type 2 path. The connection priority information, if received, is taken into consideration when allocating
these resources.

Under the normal condition, when the network is not congested and the AAL Type 2 node has the necessary resources
to complete it, the connection establishment is processed without special treatments.

NOTES
1 In times of network congestion, when the AAL Type 2 node does not have sufficient resources to complete
al of the incoming connection establishment requests, as one option, the AAL Type 2 node may give
preferential treatments based on the priority level.

2 The preferential treatment should include access to reserved network resources, e.g.:

° the highest priority connections are given access to available network resources including the
resources reserved for highest priority connections;
° the second highest priority connections are given access to available network resources including

the resources reserved for the second highest priority connections, except for the resources
reserved for the highest priority connections, and so on;

3 Allocation of reserved network resources to specific priority levels is implementation specific, and is not a
subject for standardization.

On the selected outgoing AAL type 2 path, the CID and other resources (e.g., indicated by Transfer Capability, Link
Characteristics, or SSCS information) are allocated for the outgoing AAL type 2 link. The handling of Transfer
Capability, Link Characteristics, and SSCSinformation is specified in Annex C.
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The following parameters — if they were conveyed by the incoming protocol entity instance — shall not be modified
by the nodal function:

the Destination Service Endpoint Address,
the Origination Service Endpoint Address,
the Served User Generated Reference,

the Served User Transport,

the Transfer Capability,

the Preferred Transfer Capability,

the Transfer Capability Support,

the Link Characteristics,

the Preferred Link Characteristics,

the Modify Support for Link Characteristics,
the SSCS Information,

the Preferred SSCS Information,

the Modify Support for SSCS Information,
the Path Type,

the Connection Priority, and

the Test Connection Indicator.

The following parameters — if they were conveyed by the incoming protocol entity instance — have significance to the
served user only, therefore, they shall not be examined by the nodal function:

the Origination Service Endpoint Address,

the Served User Generated Reference,

the Served User Transport,

the SSCS Information,

the Preferred SSCS Information, and

the Modify Support for SSCS Information.

An outgoing protocol entity instance isinvoked and the following parameters are passed to it:
° the Destination AAL type 2 Service Endpoint Address,
° the AAL type 2 Path | dentifier,

° aCID value, and

° the Transfer Capability.

The nodal function shall pass the following parameters to the outgoing protocol entity instance only if they were
conveyed by the incoming protocol entity instance:

the Origination AAL type 2 Service Endpoint Address,
the Served User Generated Reference,

the Served User Transport,

the Preferred Transfer Capability,

the Transfer Capability Support,

the Link Characteristics,

the Preferred Link Characteristics,

the Modify Support for Link Characteristics,

the SSCS Information,

the Preferred SSCS Information,

the Modify Support for SSCS Information,

the Path Type,

the Connection Priority, and

the Test Connection Indicator.

A received “TAR controlled connection” indication shall be passed to the invoked outgoing protocol entity instance
unchanged; alternatively, if the “TAR controlled connection” indication is not received and the nodal function applies
network management Temporary Alternative Routing to the connection, the nodal function shall pass a “TAR
controlled connection” parameter to the invoked outgoing protocol entity instance.

If the Hop Counter has been received or generated by the nodal function, it is passed to the invoked outgoing protocol
entity instance.

Through-connection in both directions will then be completed.
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After receiving an indication of the successful AAL type 2 connection setup from the outgoing protocol entity instance,
the incoming protocol entity instance is informed of the successful AAL type 2 connection setup. If one or more of the
parameters Transfer Capability Support, Modify Support for Link Characteristics, or Modify Support for SSCS
Information parameter, was received from the outgoing protocol instance they shall be conveyed to the incoming
protocol entity instance.

8.2.2.1.2 Unsuccessful/abnormal connection set up

If resources on the incoming AAL type 2 path are not available, the nodal function requests the incoming protocol
entity instance to reject the connection with one of the following causes as applicable:

° “Resource unavailable, unspecified”; or

° “Reguested circuit/channel not available”.

The association between the nodal function entity and itsincoming protocol entity instance is rel eased.

If an AAL type 2 path is “locally blocked” and an indication from an incoming protocol entity instance of the request
for a new connection other than atest connection is received, the following actions are taken:

1) The indication of the request for a new connection establishment is ignored and the incoming protocol entity
instance is instructed to terminate and enter state “lIdle”; the association with the incoming protocol entity
instance is released and an ERROR.indication primitive with the CEID and the cause “Temporary failure” is
sent to layer management.

2) The blocking procedure specified in § 8.2.1.2.2.1 case b) isinitiated for the AAL type 2 path on which the
new connection was requested to have been established.

If an AAL type 2 path is “remotely blocked” and an indication from an incoming protocol entity instance of the request
for a new connection other than atest connection is received, the following actions are taken:

1) The AAL type 2 path is set to “remotely unblocked”.
NOTE — This procedure shall not be considered as the normal way to remove the “remotely blocked”
condition.

2) The incoming connection establishment request is processed normally, i.e. asif the AAL type 2 path was not

“remotely blocked” to begin with.

If the Hop Counter is received, the nodal functions shall decrement the Hop Counter value by 1. If the result equals O,
the nodal function shall request the incoming protocol entity instance to reject the connection with cause value
“exchange routing error”. The association between the nodal function entity and its incoming protocol entity instance is
released and all the resources associated with the incoming AAL type 2 link are released and made available for new
traffic.

In al cases where the request from an incoming protocol entity instance to establish a new connection has to be
rejected, the nodal function checks the level of congestion of the node. If either of the two congestion thresholds is
exceeded, an Automatic Congestion Control parameter is passed to the protocol entity with the rejection indication.
This parameter indicates the level of congestion (congestion level 1 or 2) to the adjacent AAL Type 2 node.

If AAL type 2 node internal resources are not available for the new connection, a negative acknowledgement for the
connection setup request shall be returned to the incoming protocol entity instance with the cause “ Switching equipment
congestion”. The resources allocated to the incoming AAL type 2 path are released and the association between the
incoming protocol entity instance and the nodal function is released.

If the AAL Type 2 node cannot complete a high priority connection establishment request even after application of the
preferential treatment, a negative acknowledgement for the connection setup request shall be returned to the incoming
protocol entity instance with the cause “Resource unavailable, unspecified”. The resources allocated to the incoming
AAL type 2 path are released and the association between the incoming protocol entity instance and the nodal function
is released.
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If the AAL type 2 path selection or the allocation of a CID and other resources for the outgoing AAL type 2 link
described in § 8.2.2.1.1 fails, a negative acknowledgement for the connection setup request shall be returned to the
incoming protocol entity instance with one of the following causes:

“Unallocated (unassigned) number”;

“No route to destination”;

“No circuit/channel available’;

“Resource unavailable, unspecified”;

“Network out of order”; or

“Temporary failure”.

NOTE — Path selection failure may be due to the unavailability of an AAL type 2 path with the requested path type.

The resources allocated to the preceding AAL type 2 path are released and the association between the incoming
protocol entity instance and the nodal function is rel eased.

Upon receiving a negative acknowledgement from the outgoing protocol entity instance, al resources associated with
the outgoing AAL type 2 link are released and made available for new traffic. The association to the outgoing protocol
entity instance is rel eased.

Features that enable a further connection attempt, involving the selection of a different AAL type 2 path within the
same route or of an alternative route, may be implemented. Such reattempts may use the CEID parameter returned in
the Release Confirm (RLC) message and may select a different AAL type 2 path within the same route only. If the
CEID parameter specifies an AAL Type 2 path with insufficient resources available for the connection attempt, no
connection attempt is made on that path.

If no further connection attempt is made, the AAL type 2 node internal resources are released, the rgjection of the
connection establishment is forwarded to the incoming protocol entity instance with the cause received from the
outgoing protocol entity instance; a Connection Element Identifier parameter possibly received in the Release Confirm
(RLC) message is not forwarded to the incoming protocol entity instance. All the resources associated with the
incoming AAL type 2 link are freed. The association to the incoming protocol entity instance is released.

When an indication is received from the outgoing protocol entity that the establishment request has been rejected, and
there has been a change in the level of congestion of the adjacent node, the routing tables in the nodal function shall be
updated accordingly. The absence of an Automatic Congestion Control parameter indicates that there is no reported
congestion in the adjacent node, whilst if the Automatic Congestion Control parameter is present it indicates whether
congestion level 1 or 2 has been exceeded. After the routing tables have been updated, the Automatic Congestion
Control parameter is discarded.

Upon receiving an indication from the outgoing protocol entity instance that a timer has expired, the association to the
outgoing protocol entity instance is released and a reset procedure is started (see § 8.2.1.2.1.1 case 3 a)). The AAL type
2 node internal resources are released. The rejection of the connection establishment is forwarded to the incoming
protocol entity instance with the cause received from the outgoing protocol entity instance (i.e. “Recovery on timer
expiry”) and al the resources associated with the incoming AAL type 2 link are released and made available for new
traffic. The association to the incoming protocol entity instance is released.

8.2.2.1.3 Normal connection release

When the nodal function has received a request from a (first) protocol entity instance to release the connection, an
acknowledgement is returned to that protocol entity instance and al the resources associated with the AAL type 2 link
being governed by the protocol entity instance are released and made available for new traffic. The association to the
protocol entity instance is released.

When a Release indication containing an Automatic Congestion Control parameter is received from the incoming or
outgoing protocol entity, and there has been a change in the level of congestion of the adjacent node, the routing tables
in the nodal function shall be updated according to the indicated congestion level. The absence of an Automatic
Congestion Control parameter indicates that there is no reported congestion in the adjacent node, whilst if the
Automatic Congestion Control parameter is present it indicates whether congestion level 1 or 2 has been exceeded.
After the routing tables have been updated, the Automatic Congestion Control parameter is discarded.

The AAL type 2 node internal resources are released.

When arelease is to be forwarded, the nodal function checks the level of congestion of the node. If either of the two
congestion thresholds is exceeded, an Automatic Congestion Control parameter is passed to the protocol entity with the
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release indication. This parameter indicates the level of congestion (congestion level 1 or 2) to the adjacent AAL Type 2
node.

The reguest to release the connection is forwarded to the companion incoming or outgoing (second) protocol entity
instance with the Cause parameter received from the first protocol entity instance. The Cause parameter shall not be
modified by the nodal function.

After receiving the acknowledgement of the successful connection release from the second protocol entity instance, all
the resources associated with the AAL type 2 link being governed by the protocol entity instance are released and made
available for new traffic. The association to the protocol entity instance is released.

8.2.2.1.4 Abnormal connection release procedures
822141 Actions at the AAL type 2 switch that initiates the release

When the nodal function receives an indication from the second protocol entity instance that a timer has expired, the
association to that protocol entity instanceis released and areset procedureis started (see § 8.2.2.2.1.1, case 3 a)).

8.2.2.1.5 Successful modification

NOTE 1 — In this subclause the following conventions apply:

° The term “AAL type 2 connection resource information” refersto Transfer Capability.

° The term “modify receiving” refers to the AAL type 2 connection element identifier for which the Modify
Reguest (MOD) message is received and the Modify Acknowledge (MOA) or Modify Reect (MOR)
message is sent; conversely, the term “modify sending” refers to the AAL type 2 connection element
identifier for which the Modify Request (MOD) message is sent and the Modify Acknowledge (MOA) or
Modify Reject (MOR) message is received.

NOTE 2 — The effect of SSCS information in AAL type 2 CS3 nodes is restricted to the allocation, configuration and
management of the respective SSCS layer resourcesin AAL type 2 CS3 service endpoints.

Upon receiving an indication from a protocol entity instance requesting modification of the AAL type 2 connection
resource, i.e., a Transfer Capability parameter is conveyed, the nodal function checks the availability of the requested
internal resources on the indicated AAL type 2 path. If the modification is requesting additional internal resources and
they are available, they are reserved for the connection.

NOTE 3 — In case of interworking, the Transfer Capability may be generated by the AAL type 2 switch (see Annex C).

The noda function checks the availability of the requested resources on the modify sending AAL type 2 path. If the
modification is requesting additional resources and they are available, they are reserved for the connection.

The companion (modify sending) protocol entity instance is informed of the modification. The nodal function shall pass
the following parameters to the protocol entity instance only if they were conveyed by the AAL type 2 served user:
the Served User Correlation ID,

° the Transfer Capability,
4 the Link Characteristics, and
b the SSCS Information.

The following parameters — if they were received from the modify receiving protocol entity — shall not be modified
by the nodal function:
the Served User Correlation ID,

° the Transfer Capability,
4 the Link Characteristics, and
b the SSCS Information.

The following parameters — if they were received from the modify receiving protocol entity— have significance to the
served user only, therefore, they shall not be examined by the nodal function:

° the Served User Correlation ID, and

° the SSCS Information.

After receiving an indication of the successful AAL type 2 connection resource modification from the modify sending
protocol entity instance and AAL type 2 connection resources were requested to be modified, the nodal function
allocates the reserved additional resources to the modify receiving and modify sending connection or frees resources no
longer required for this AAL type 2 connection.
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The modify receiving protocol entity instance is informed of the successful modification. The nodal function shall pass
the Served User Correlation ID parameter to the modify receiving protocol entity instance only if it was conveyed by
the modify sending protocol entity instance. The Served User Correlation ID parameter has significance to the served
user only, therefore, it shall not be examined by the nodal function.

8.2.2.1.6 Unsuccessful/abnormal modification

If additional resources on the modify receiving AAL type 2 path are not available, the nodal function requests the
modify receiving protocol entity instance to reject the AAL type 2 modification request with the cause “Resource
unavailable, unspecified”.

If the resources on the modify sending AAL type 2 path are not available, the nodal function requests the modify
receiving protocol entity instance to reject the AAL type 2 modification request with the cause “Resource unavailable,
unspecified”. The additional resources reserved for the modify receiving AAL type 2 path are freed.

Upon receiving a negative acknowledgement for the modification request from the modify sending protocol entity
instance, the nodal function frees all the additional resources reserved for the modification request. The rejection of the
modification is forwarded to the modify receiving protocol entity instance with the cause received from the modify
sending protocol entity instance. The Cause parameters shall not be modified by the nodal function.

Upon receiving an indication from the modify sending protocol entity instance that a timer has expired (in this case
Timer_MOD), the association to the modify sending protocol entity instance is released and a reset procedure is started
(see § 8.2.2.2.1.1 case 3a). The AAL type 2 node internal resources for this AAL type 2 connection are released. The
nodal function requests the modify receiving protocol entity instance to release the connection with the cause
“Recovery on timer expiry”. All resources associated with the modify receiving AAL type 2 link are freed. The
association to the modify receiving protocol entity instanceis released.

8.2.2.1.7 Connection release during modification

The release procedures take precedence over the modification procedures.

When the nodal function receives an indication of connection release from the modify receiving or modify sending
protocol entity instance during the modification procedures, the nodal function will continue with normal connection
release procedures.

8.2.2.2  Maintenance control

8.2.22.1 Reset

Refer to section § 8.2.1.2.1.

822211 Actions at reset initiating node

Reset procedures can be initiated to reset:

1) all AAL type 2 paths between two adjacent AAL type 2 nodes associated with a signalling transport
association;

2) aspecific AAL type 2 path;
3) asingle AAL type 2 channel.

For case 1, layer management passes a RESET .request together with the indication “All AAL type 2 paths associated
with a signalling transport association” to the nodal function which in turn invokes a maintenance protocol entity and
passes the request for reset to that entity together with an indication that all AAL type 2 paths associated with a
signalling transport association must be reset.

For case 2), layer management passes a RESET.request together with the AAL type 2 path identifier to the nodal
function which in turn invokes a maintenance protocol entity and passes a request for reset to that entity together with
the identity of the AAL type 2 path.

For case 3) there are two possible subcases, one due to timer expiry and the other due to layer management action:

a) After the expiry of Timer_ERQ, Timer_REL, or Timer_MOD, the nodal function invokes a maintenance
protocol entity by passing a request for a reset together with the identity of the AAL type 2 path and the
channel.



-65-
TD 26 (PLEN)
b) Layer management invokes the nodal function which in turn invokes a maintenance protocol entity by
passing arequest for areset together with the identity of the AAL type 2 path and the channel.

In cases 1), 2), and 3 b), the nodal function requests any affected incoming or outgoing protocol entity instances to
terminate and enter state “1dl€”. The associations to the incoming or outgoing protocol entity instances are rel eased.

For cases 1) and 2), the remote blocking state for the affected path(s) is set to “remotely unblocked”.

Upon receiving a reset confirmation from the maintenance protocol entity instance, the nodal function will make the
affected resources available for new connections, and the AAL type 2 node interna resources are released. The
association to the maintenance protocol entity instance is released. In case 3 a), a RESET .indication primitive with a
CEID parameter is sent to layer management; in al other cases, a RESET.confirm primitive is sent to the layer
management.

NOTE — The local blocking states are not affected.
822212 Actions at reset responding node

Upon receiving a reset indication from the maintenance protocol entity, the nodal functions analyses the received
information to determine which AAL type 2 channels are to be reset.

1) If an indication that all AAL type 2 paths associated with a signalling transport association must be reset is
received, then all AAL type 2 channels associated with a signalling transport association between the two
adjacent AAL type 2 nodes are reset.

2) If an indication that all the channels within the identified AAL type 2 path must be reset isreceived, all AAL
type 2 channels within that path are reset.

3) If an indication that a specific channel within an AAL type 2 path must be reset is received, only that channel
isreset.

In cases 1) and 2), for “localy blocked” AAL type 2 paths, blocking procedures (refer to § 8.2.1.2.2 case b)) are
initiated prior to the sending of the reset confirmation.

If resources have been assigned to one of the channels that are reset, the nodal functions make the affected resources
available for new connections, and the AAL type 2 node internal resources are released. It also returns a reset
confirmation to the maintenance protocol entity. The association between the nodal function and the maintenance
protocol entity instance is released. The nodal function informs layer management about the receipt of the reset request
by sending a RESET.indication primitive with the sasme CEID parameter as has been received in the RES message
(Reset Request).

The nodal function also requests the affected incoming or outgoing protocol entity instances (if any) to terminate and
enter state “Idle”. The associations to the incoming or outgoing protocol entity instances are released.

822213 Abnormal reset procedures
Refer t0 §8.2.1.2.1.3.

8.2.2.2.2 Blocking and unblocking of AAL type 2 path
Refer t0 §8.2.1.2.2.

8.2.2.2.3 Transmission fault handling
Referto §8.2.1.2.3.

8.2.2.2.4 AAL type 2 signalling entity signalling congestion control
Referto §8.2.1.2.4.

8.2.2.2.5 Adjacent AAL type 2 node availability
Referto §8.2.1.2.5.

8.2.2.3  Error handling
Referto §8.2.1.3.
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Protocol entity

The following rulesrelating to Signalling Association Identifiers (SAID) apply:

The AAL type 2 signalling system that does not issue the value of such afield is not allowed to modify it but
shall use it in the destination signalling association identifier field in the header of a messages directed
towards the issuer.

When a message is received at the generic signalling transport service access point (GST-SAP), the
destination signalling association identifier field of the incoming message is used to distribute the messages
to the appropriate protocol entity instance.

If a received message contains a destination signalling association identifier set to the “unknown” value and
an originating signalling association identifier, a new incoming protocol entity instance or a new maintenance
protocol entity instance is created and marked with a newly alocated signalling association identifier. The
originating signalling association identifier parameter in the first response message issued by the new
protocol entity instance will inform the peer protocol entity instance of the newly alocated signalling
association identifier.

If a new protocol entity instance is created by the noda function, a signalling association identifier is
alocated for it and the signalling association identifier is conveyed to the peer AAL type 2 signalling entity
as the originating signalling association identifier parameter in the first message issued by the new protocol
entity instance. The DSAID field in the header in this message is set to “unknown”.

If a protocol entity instance sends a message to its peer, the message includes the signalling association
identifier of the peer in the destination signalling association identifier field.

If a new maintenance protocol entity instance is created as a result of an incoming maintenance message, ho
signaling association identifier is allocated for it and no originating signalling association identifier
parameter is conveyed to the peer AAL type 2 signalling entity in the first (and only) message issued by the
new maintenance protocol entity instance.

The sequence control parameter of the TRANSFER.request primitive across the GST-SAP is allocated on a cyclic basis
per protocol entity instance.

Example message sequences are shown in Appendix | where usage of originating and destination signalling association
identifiersis also described.

All messages are sent in a TRANSFER.request primitive. All messages are received in a TRANSFER.indication

primitive.

Appendix | of this Recommendation provides examples for modification.

8.3.1

General protocol error handling

If amessageisreceived that istoo short to contain a complete message (i.e. less than 6 octets), it shall be ignored.
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The message is discarded and layer management informed with an ERROR.indication in the following cases:

° If the parameter length points beyond the end of the message - cause “Message with unrecognized parameter,
discarded” isindicated.

° If the field length points beyond the end of the parameter - cause “Message with unrecognized parameter,
discarded” isindicated.

° If an unrecognized message containing a destination signalling association identifier set to the “unknown”

value - cause “Message type non-existent or not implemented” is indicated.
NOTE — If an unrecognized message containing a valid destination signalling association identifier is
received, the message is conveyed to the addressed protocol entity instance as if it were a recognized

message.

° If the message contains a destination signalling association identifier with an illegal/invalid value - cause
“Invalid information element contents” isindicated.

° If the message is considered unexpected by the signalling procedures - cause “Invalid message, unspecified”
isindicated.

° If a mandatory originating signalling association identifier parameter is not present - cause “Mandatory
information element ismissing” isindicated.

° If the originating signalling association identifier field is set to “zero” - cause “Invalid information element

contents’ isindicated.

8.3.2 Outgoing protocol procedures
8.3.21  Successful connection setup

When an outgoing protocol entity instance in state “ldle” receives a request for a new connection from the noda
function, afree Signalling Association Identifier (SAID) is alocated for the outgoing protocol entity instance.

Upon alocating an SAID, an ERQ message (establish request) is sent to the adjacent AAL type 2 node, entering state
“Outgoing establishment pending” and starting Timer_ ERQ. The ERQ message contains a destination signalling
association identifier field set to the “unknown” value and an originating signalling association identifier parameter in
addition to those parameters given by the nodal function.

If an ECF (establish confirm) message is received in state “Outgoing establishment pending”, Timer_ERQ is stopped,
the nodal function isinformed and state “Established” is entered.

8.3.2.2  Unsuccessful connection setup

If the SAID allocation specified in section § 8.3.2.1 fails, the nodal function isinformed by passing the cause “Resource
unavailable, unspecified”.

If the ERQ message (establish request) is longer than the signalling transport allows, the nodal function isinformed by
passing the cause “Protocol error, unspecified”. The SAID allocated to this particular outgoing protocol entity instance
isreleased and made available for new traffic and state “Idle” is entered.

NOTE — If AAL type 2 signalling is used in an MTP3 signalling network (e.g., via the Signalling Transport Converter
on MTP3 and MTP3b, see ITU-T Recommendation Q.2150.1) is it possible that the ERQ message (establish request)
may be longer than the minimum transport capability of 272 octets. Thisis due to the potential size of the Served User
Transport (SUT) parameter. However, AAL type 2 signalling is specified to be deployed only in MTP3b networks.

If Timer_ERQ expires, the nodal function is informed by passing the cause “Recovery on timer expiry”. The SAID
allocated to this particular outgoing protocol entity instance is released and made available for new traffic and state
“ldle” isentered.

If an RLC (release confirm) message is received in state “Outgoing establishment pending”, the noda function is
informed about the rejection of the establishment request (including the cause and the Automatic Congestion Control
parameter, if present, from the RLC message).

Timer_ERQ is stopped. The SAID allocated to this particular outgoing protocol entity instance is released and made
available for new traffic and state “1dle” is entered.
8.3.23 Normal connection release

In state “Established”, an REL message (Release Request) containing a cause parameter can be received. The protocol
entity instance informs the nodal function with the received cause and the Automatic Congestion Control parameter, if
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present. It then enters state “Incoming Release Pending”. After the nodal function acknowledges the release, an RLC
message (Release Confirm) is sent to the peer protocol entity instance (without a cause parameter). The SAID allocated
to the protocol entity instance is rel eased and made available for new traffic and state “Idle” is entered.

In state “Established”, the nodal function can request the release of the connection. In this case an REL message is sent,
Timer_REL is started and state “ Outgoing release pending” is entered. The REL message contains the cause received
from the nodal function.

If an RLC message is received, Timer_REL is stopped and the nodal function is informed. The SAID allocated to the
protocol entity instance is released and made available for new traffic and state “1dl€” is entered.

8.3.24 Releaserequest collision

If an REL message (Release Request) is received in state “Outgoing Release Pending”, an RLC message (Release
Confirm) isimmediately sent back to the peer protocol entity instance and state “ Release Collision” is entered.

When an RLC message is received in state “Release collision”, Timer_REL is stopped and the nodal function is
informed. The SAID allocated to the protocol procedure entity instance is released and made available for new traffic
and state “Idle” is entered.

8.3.25 Abnormal connection release procedures

If Timer_REL expiresin states “Outgoing release pending” or “Release collision” the nodal function isinformed with a
cause “Recovery on timer expiry”. The SAID allocated to the protocol entity instance is released and made available for
new traffic and state “1dle” is entered.

If in any state except state “Idle’ arequest to terminate an outgoing protocol procedure entity instance from the nodal
function is received, all timers are stopped. The SAID allocated to the protocol entity instance is released and made
available for new traffic and state “1dl€” is entered.

8.3.2.6. Successful modification

When an outgoing protocol entity instance in state “Established” receives a request for modification from the nodal
function, an MOD message (Modify Request) is sent to the adjacent AAL type 2 node, entering state “Outgoing
Modification Pending” and starting Timer_MOD. The MOD message contains the DSAID which was received during
the connection establishment phase and the parameter given by the nodal function, i.e. the Transfer Capability, Link
Characteristics and/or SSCS information and the Served User Correlation ID if it was received from the nodal function.

If an MOA (Modify Acknowledge) message is received in state “Outgoing Modification Pending”, Timer_MOD is
stopped, the nodal function is informed of the successful modification, and the outgoing protocol entity instance returns
to state “Established”.

Upon receiving an MOD message (Modify Request) in state “ Established” with the DSAID which was received during
the connection establishment phase, the outgoing protocol entity instance informs the nodal function of the request for
the modification and state “Incoming Modification Pending” is entered.

After receiving an acknowledgement from the nodal function that the connection modification is accepted, an MOA
message (Modify Acknowledge) is sent to the preceding AAL type 2 node, and the outgoing protocol entity instance
returns to state “ Established”.

8.3.2.7  Unsuccessful modification

If Timer_MOD expires, the nodal function is informed by passing the cause “Recovery on timer expiry”. The SAID
allocated to this particular outgoing protocol entity instance is released and made available for new traffic and state
“ldle” isentered.

If an MOR (Modify Reject) message is received in state “Outgoing Modification Pending”, the nodal function is
informed about the rejection of the modification request. Timer_MOD is stopped and the outgoing protocol entity
instance returns to state “ Established”.

When an outgoing protocol entity instance in state “Incoming Modification Pending” receives a reguest to reject the
requested modification from the nodal function, an MOR message is issued towards the adjacent AAL type 2 node with
the cause provided by the nodal function. The MOD message contains the DSAID which was received during the
connection establishment phase. The outgoing protocol entity instance returns to state “ Established” .
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8.3.2.8  Connection release during modification

In state “Outgoing Modification Pending” or “Incoming Modification Pending”, an REL message (Release Request)
containing a cause parameter can be received. The normal connection release procedures specified in § 8.3.2.3 shall

apply.

In state “Outgoing Modification Pending” or “Incoming Modification Pending”, the nodal function can request the
release of the connection. The normal connection release procedures specified in § 8.3.2.3 shall apply.

8.3.29 Maodification request collision

If an MOD message is received in state “Outgoing Modify Pending”, an MOR message is immediately sent back to the
peer protocol entity instance and “Modification Collision” state is entered.

§8.3.2.7 and § 8.3.2.8 shall apply with the replacement of “Modification Collision” with “Outgoing Modify Pending”.

8.3.2.10 Unrecognized information procedures

When an unrecognized message, parameter, or subfield value is received, the message, the parameter, or the subfield
value respectively is conveyed to the nodal function for appropriate action.

When a request to pass on an unrecognized message, parameter, or subfield value is received from the nodal function,
the unrecognized message is passed on and an unrecognized parameter or subfield value is sent in the recognized
message being constructed respectively.

When a request to send a CFN message (confusion) is received from the nodal function in any state except “Idle” and
“Outgoing establishment pending”, the message is sent. The CFN message (confusion) contains a cause parameter
provided by the nodal function.

When a request to send a cause parameter in an RLC message (release confirm) as a response to an unrecognized
parameter or subfield value received in an REL message (release request) is received from the nodal function in any
State except “Incoming release pending” and “Outgoing release pending”, the cause parameter provided by the nodal
function is sent in the RLC message (release confirm).

When a CFN message (confusion) is received in any state except “1dl€”, the message is conveyed to the nodal function
for appropriate action.

When a cause parameter is received in an RLC message (release confirm) in state “Outgoing release pending”, the
cause parameter is conveyed to the nodal function for appropriate action.

8.3.2.11 Statetransition model

8.3.2.11.1 State transition

The state transition diagram for the outgoing protocol procedureis shown in Figure 8-1/Q.2630.3.
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State transition diagram for the outgoing protocol procedure

8.3.2.11.2 SDL diagrams for the outgoing protocol procedures

The SDL diagram for the outgoing protocol procedure is shown in Figure 8-2/Q.2630.3 (parts 1 to 6).

The SDL diagrams contained in Figure 8-4/Q.2630.3 (parts 1 to 6) are an introduction to the procedures described in

detail in § 8.3.3 of this Recommendation.
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8.3.3 Incoming protocol procedures
8.3.3.1  Successful connection setup

Upon receiving an ERQ message (establish request) in state “Idle” with the DSAID set to “unknown”, a Signalling
Association Identifier (SAID) is allocated for the new incoming protocol entity instance.

The incoming protocol entity instance informs the nodal function of the reguest for a new connection and state
“Incoming establishment pending” is entered.

After receiving an acknowledgement from the nodal function that the connection establishment is accepted, an ECF
message (establish confirm) is sent to the preceding AAL type 2 node and state “Established” is entered.
8.3.3.2  Unsuccessful connection setup

If a Signalling Association Identifier (SAID) alocation for the incoming protocol entity instance fails, an RLC message
(release confirm) is returned containing the cause “ Resource unavailable, unspecified”.

If arequest to terminate the connection establishment from the nodal function is received, the SAID allocated to this
particular incoming protocol entity instance is released and made available for new traffic and state “Idle” is entered.

If the nodal function informs the incoming protocol entity instance that the connection establishment is not accepted, an
RLC message is issued towards the preceding AAL type 2 node with the cause and optionally the Automatic
Congestion Control parameter provided by the nodal function. The SAID allocated to this particular incoming protocol
entity instance is released and made available for new traffic and state “1dle” is entered.

8.3.3.3  Normal connection release

Refer t0 §8.3.2.3.

8.3.3.4 Releaserequest collision
Refer to § 8.3.2.4.

8.3.3.5 Abnormal connection release procedures
Refer to § 8.3.2.5.

8.3.3.6  Successful modification
Refer to § 8.3.2.6.

8.3.3.7 Unsuccessful modification
Refer t0 §8.3.2.7.

8.3.3.8  Connection release during modification
Refer to § 8.3.2.8.

8.3.3.9 Maodification request collision
Refer to § 8.3.2.9.

8.3.3.10 Unrecognized information procedures
Refer to § 8.3.2.10.

8.3.3.11 Statetransition model
8.3.3.11.1 State transition
The state transition diagram for the incoming protocol procedure is shown in Figure 8-3/Q.2630.3.
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State transition diagram for theincoming protocol procedure

8.3.2.11.2 SDL diagrams for the incoming protocol procedures

The SDL diagram for the incoming protocol procedure is shown in Figure 8-4/Q.2630.3 (Parts 1 to 6).

The SDL diagrams contained in Figure 8-4/Q.2630.3 (parts 1 to 6) are an introduction to the procedures described in

detail in 8 8.3.3 of this Recommendation.
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8.3.4 Maintenance protocol procedures
8341 Reset
8.3.4.1.1 Sending reset

When a request for reset is received from the nodal function, a maintenance protocol entity instance is created and an
SAID alocated to it.

If the request indicates all AAL type 2 paths associated with a signalling transport association are to be reset, a RES
message (Reset Request) containing the Connection Element Identifier parameter - with both the Path Identifier and the
Channel Identifier coded with a“Null” value - is sent to the adjacent AAL type 2 node.

If the request contains the identity of an AAL type 2 path with the channel identifier coded with a “Null” value, a RES
message containing the connection element identifier parameter - with the path identifier set to indicate the path and the
channel identifier coded with the “Null” value - is sent to the adjacent AAL type 2 node.

If the request contains the identity of a path and a channel, a RES message containing the connection element identifier
parameter - with the path identifier set to indicate the path and the channel identifier set to indicate the channel - is sent
to the adjacent AAL type 2 node.

When the RES message is sent, Timer_RES is started and state “Outgoing reset pending” is entered.

If an RSC message (reset confirm) is received in state “Outgoing reset pending”, a reset confirmation is passed to the
nodal function and Timer_RES is stopped. The SAID alocated to the maintenance protocol entity instance is released
and made available for new traffic. The maintenance protocol entity instance enters state “1dle”.

8.3.4.1.2 Receiving reset
When a RES message (reset request) is received, a maintenance protocol entity instance will be invoked.

If the Path Identifier field in the CEID parameter included in the RES message is coded with the “Null” value, an
indication that all AAL type 2 paths associated with the signalling transport association must be reset is passed to the
nodal function.

If the path identifier field in the CEID parameter included in the RES message is coded with a “non-Null” value but the
channel identifier field with a“Null” value, an indication that all channels within the AAL type 2 path must be reset is
passed to the nodal function.

If the RES message contains the CEID parameter with both a“non-Null” path identifier field and a“non-Null” channel
identifier field, an indication that the channel within the identified path must be reset is passed to the nodal function.

After notifying the nodal function, state “Incoming reset pending” is entered.

When a Reset response is received from the nodal function, a RSC message (reset confirm) is sent to the peer protocol
entity instance. The maintenance protocol entity instance enters state “I1dle”.

8.3.4.1.3 Exceptional reset procedures

If the SAID dlocation fails, the nodal function is informed with a cause “ Switching equipment congestion” and the
maintenance protocol entity instance enters state “Idle”.

When Timer_RES expires in state “Outgoing reset pending”, the RES message is sent again, the noda function is
informed with a cause “Recovery on timer expiry”, state “Outgoing reset continuing” is entered, and Timer_RES is
started again.

When Timer_RES expires in state “Outgoing reset continuing”, the RES message is sent again and Timer_RES is
started again; the nodal function is not informed.

When an RSC message (reset confirm) isreceived in state “ Outgoing reset continuing”, a reset confirmation is passed to
the nodal function and Timer_RES is stopped. The SAID allocated to the maintenance protocol entity instance is
released and made available for new traffic. The maintenance protocol entity instance enters state “Idle”.

When a request to terminate the repetition of the reset procedure is received, Timer_RES is stopped. The SAID
allocated to the maintenance protocol entity instance is released and made available for new traffic. The maintenance
protocol entity instance enters state “ldle”.
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8.3.4.1.4 Statetransition model
The state transition diagram for the reset procedure is shown in Figure 8-5/Q.2630.3.
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FIGURE 8-5/Q.2630.3
State transition diagram for the maintenance control procedur e (reset)

8.3.4.2  Blocking and unblocking of AAL type 2 paths
8.3.4.2.1 Sending blocking/unblocking

When arequest for blocking is received from the nodal function, a new maintenance protocol entity instance is created,
anew SAID isalocated and a BLO message (block request) is sent to the peer AAL type 2 signalling entity. The BLO
message contains a connection element identifier with the path identifier coded to indicate the AAL type 2 path to be
blocked (as instructed from the nodal function) and the channel identifier coded with the “Null” value. Timer_BLO is
started and state “Outgoing block pending” is entered.

When a BLC message (block confirm) is received from the peer AAL type 2 signalling entity in state “ Outgoing block
pending”, a confirmation of blocking is sent to the nodal function and Timer_BLO is stopped. The SAID allocated to
the maintenance procedure entity instance is released and made available for new traffic and state “ldle” is entered.

When a request for unblocking is received from the nodal function, a new maintenance protocol entity instance is
created, a new SAID is alocated and an UBL message (unblock request) is sent to the peer AAL type 2 signalling
entity. The UBL message contains a connection element identifier with the path identifier coded to indicate the AAL
type 2 path to be unblocked (as instructed from the nodal function) and the channel identifier coded with the “Null”
value. Timer_UBL is started and state “ Outgoing unblock pending” is entered.

When an UBC message (unblock confirm) is received from the peer AAL type 2 signalling entity in state “Outgoing
unblock pending”, a confirmation of unblocking is sent to the nodal function and Timer_UBL is stopped. The SAID
alocated to the maintenance protocol entity instance is released and made available for new traffic and state “Idl€’ is
entered.

8.3.4.2.2 Receiving blocking/unblocking

When a BLO message (block request) is received from the peer AAL type 2 signalling entity, a new maintenance
protocol entity instance is created, an indication of the blocking is sent to the nodal function and state “Incoming block
pending” is entered.

When a response to the blocking is received from the nodal function in state “Incoming block pending”, a BLC message
(block confirm) is sent to the peer AAL type 2 signalling entity and state “I1dle” is entered.

When an UBL message (unblock request) is received from the peer AAL type 2 signalling entity, a new maintenance
protocol entity instance is created, an indication of the unblocking is sent to the nodal function and state “Incoming
unblock pending” is entered.

When a response to the unblocking is received from the nodal function in state “Incoming unblock pending”, an UBC
message (unblock confirm) is sent to the peer AAL type 2 signalling entity and state “Idle” is entered.



-87-
TD 26 (PLEN)

8.3.4.2.3 Exceptional blocking and unblocking procedures

If the SAID dlocation fails, the nodal function is informed with a cause “ Switching equipment congestion” and the
maintenance protocol entity instance enters state “Idle”.

If Timer_BLO expires, the nodal function is informed with a cause “Recovery on timer expiry”, the SAID is released,
and state “1dle” is entered.

If Timer_UBL expires, the nodal function is informed with a cause “Recovery on timer expiry”, the SAID is released,
and state “1dle” is entered.

8.3.4.2.4 Statetransition
The state transition diagram for the path blocking procedure is shown in Figure 8-6/Q.2630.3.
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FIGURE 8-6/Q.2630.3
State transitions of the maintenance control procedure (blocking and unblocking)
8.3.4.3  Unrecognized information procedures

When an unrecognized message, parameter, or subfield value is received, the message, the parameter, or the subfield
value respectively is conveyed to the nodal function for the appropriate action.

If arequest to send a notification of receipt of unrecognized information is received from the nodal function, the BLC
message (block confirm), UBC message (unblock confirm), or RSC message (reset confirm) shall contain the cause
received from the nodal function.

When a cause parameter is received in a BLC message (block confirm), UBC message (unblock confirm), or RSC
message (reset confirm), the cause parameter is conveyed to the nodal function for the appropriate action.

8.3.4.4  SDL diagramsfor the maintenance control procedures

The SDL diagram for the maintenance control procedure is shown in Figure 8-7/Q.2630.3 (parts 1 to 4).

The SDL diagrams contained in Figure 8-7/Q.2630.3 (parts 1 to 4) are an introduction to the procedures described in
detail in § 8.3.4 of this Recommendation.
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Figure 8-7/Q.2630.3 (Part 1 of 4)
SDL diagram for the maintenance control procedure




-89-
TD 26 (PLEN)

Process MCP2 _—
E%Teric : TRANSFER.
Signalling + — -| indication
Transport I (message)

message.type

RES BLO UBL

RESET. BLOCK. UNBLOCK.
indication indication indication

ol b il b

Incoming Incoming Incoming
Reset Block Unblock
Pending Pending Pending
********** ‘\**********‘\**********‘\
to 1 to ! to !
nodal ~J nodal ~J nodal -
function | function | function |

Figure 8-7/Q.2630.3 (Part 2 of 4)
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Figure 8-7/Q.2630.3 (Part 3 of 4)
SDL diagram for the maintenance control procedure
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SDL diagram for the maintenance control procedure
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8.4 List of timers

The timers used in the procedures described in § 8.3 are listed in Table 8-1/Q.2630.3 together with a timeout value
range, their cause for setting the timer, resetting the timer, and the action at expiry of the timer.

Table 8-1/Q.2630.3

List of Timers
Time-
Timer out |[Causefor initiation | Normal termination |At expiry
value
Timer ERQ 5-30s | When an ERQ At the receipt of Release all resources and the connection,
- (t1) message is sent ECF message send RES message.
Timer REL 2-60s | When an REL At the receipt of Release resources,
- (t2) message is sent RL C message send RES message.
. Repeat RES message,
Timer RES (2;)0 s \r;\’he” a;sg; gtsg‘i]rece' p;°f restart Timer_RES,
J g at first expiry: inform the nodal function.
Timer BLO 2-60s | WhenaBLO At the receipt of Alert maintenance system,
- (t4) message is sent BLC message inform the nodal function.
Timer UBL 2-60s | When an UBL At the receipt of Alert maintenance system,
- (t5) message is sent UBC message inform the nodal function.
Timer MOD 5-30s | WhenaMOD At the receipt of Release al resources and the connection,
- (t6) message is sent MOA message send RES message.

NOTE - In the diagnostic field associated with a cause field indicating “ Recovery on timer expiry”, the timer number is
included. Timer_ERQ is coded asthe |A5 character “1”; Timer_MOD is coded asthe A5 character “6”.
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ANNEX A
Support for non-switched scenario

(This Annex forms an integral part of this Recommendation)

Al Introduction

The AAL type 2 signalling protocol described in this Recommendation can be deployed in support of a non-switched
scenario as depicted in Figure A-1/Q.2630.3.

AAL type 2| AAL type 2
service service
endpoint endpoint | t11104500-99

FIGURE A-1/Q.2630.3
Non-switched scenario

In this scenario, AAL type 2 paths are typically provisioned — with each originating AAL type 2 service endpoint
having one signalling transport association with each neighboring AAL type 2 service endpoint. Thereisno AAL type 2
switch used in this scenario.

This annex describes the subset of the signalling requirements needed to support the non-switched scenario. Because
most signalling procedures are link-by-link, there are few differences from the switched scenario. Since the non-
switched scenario is a subset of the switched scenario, there are no additional requirements to support non-switched.

Subclauses below correspond with similarly numbered subclauses in the body of I TU-T Recommendation Q.2630.11*%,

A.2 References
§ 2/Q.2630.1™ applies.

A.3 Definitions
§ 3/Q.2630.1*! gpplies.

A4 Abbreviations
§ 4/Q.2630.1™ applies.

A.5 General framework of the AAL type 2 signalling protocol

The AAL type 2 signalling protocol provides the signalling capability to establish, release and maintain AAL type 2
point-to-point connections across a single ATM VCC that carries AAL type 2 links. These services are accessible via
the AAL type 2 User Service Access Point (A2SU-SAP).

Two peer AAL type 2 signalling entities rely on the generic signalling transport service to provide assured data transfer
between them and service availability indications. These services are accessible via the Generic Signalling Transport
Service Access Point (GST-SAP).

NOTE — Primitives over the A2SU-SAP, GST-SAP, and LM-SAP are used for descriptive purpose only. They do not
imply a specific implementation.

Both peer AAL type 2 signalling entities provide the same set of services.

The AAL type 2 signalling entity is subdivided into protocol entities and nodal functions as shown in Figure A-

5.1/Q.2630.3. At each AAL type 2 service endpoint, the AAL type 2 signalling entity communicates with the AAL type
2 served user.
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NOTE — A signalling transport converter instance is associated with each AAL type 2 signalling transport.

FIGURE A-5.1/Q.2630.3
AAL type 2 signalling protocol reference ar chitecture for the non-switched scenario

Protocol Entities define the interactions between two adjacent AAL type 2 nodes. AAL type 2 messages are exchanged
between peer protocol entities using the generic signalling transport service.

The AAL type 2 signalling is independent of the signalling transport, although an assured data transport is required and
a message size limit applies. To adapt the signalling transport services to a specific signalling transport service, a
signalling bearer converter may be needed. The specification of signalling bearer converters is beyond the scope of this
Recommendation (see I TU-T Recommendations Q.2150.01*%, Q.2150.1%?, and Q.2150.2%).

The protocol entity is divided into several procedures as shown in Figure A-5.2/Q.2630.3.

Protocol entity
Outgoing Incoming Maintenance
protocol protocol protocol
procedures procedures procedures

T11104520-99
FIGURE A-5.2/Q.2630.3
Internal structure of the AAL type 2 signalling protocol entity

The outgoing protocol procedures provide the mechanism to initiate an AAL type 2 connection request. The incoming
protocol procedures are applied when a request for an AAL type 2 connection is received from a peer entity. Both of
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these procedures provide for the orderly release of an AAL type 2 connection. The maintenance protocol procedures

provide the mechanisms to align the status of the AAL type 2 resources within the two adjacent AAL type 2 nodes and
procedures to block and unblock an AAL type 2 path.

The unrecognized information procedures in the nodal function as well as in the protocol entities provide the forward
compatibility mechanism which enables extension of the protocol in the future.

The nodal function keepstrack of the AAL type 2 path resources.

A5.1 Interface between the AAL type 2 signalling entity and the AAL type 2 served user
§ 5.1/Q.2630.1™ applies, except for the following:
Inthe ESTABLISH.request primitive, AAL type 2 Service Endpoint Address (DA2EA) is not included.

A5.2 Service provided by the generic signalling transport service
§ 5.2/Q.2630.1™ applies except for the following:
CONGESTION.indication primitive does not apply.

A5.3 Interface between the AAL type 2 signalling entities and layer management
§ 5.3/Q.2630.1™ gpplies.

A.6 Forward and backward compatibility
§ 6/Q.2630.1™ applies.

A7 Format and coding of AAL type 2 signalling protocol
§ 7/Q.2630.1™! gpplies.

A7.1 Coding conventions for the AAL type 2 signalling protocol
§ 7.1/Q.2630.1™ and its subclauses apply.

A7.2 Format and coding of the AAL type 2 signalling protocol messages
A.7.21 AAL type 2 signalling protocol messages
§ 7.2.1/Q.2630.1™ applies.

A.7.2.2 Parameters of the AAL type 2 signalling protocol messages
§ 7.2.2/Q.2630.11™ applies as modified below:

The parameters of the AAL type 2 signalling protocol messages are shown in Table A-7-6/Q.2630.3. The indications of
“mandatory” and “optional” are for information only. The authoritative definition is given in § A.8. If any difference
between the indications in this clause and the definitionsin § A.8 exists, the definitionsin § A.8 take precedence.

Multiple presence of the same parameter in a single message is not permitted.
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TABLE A-7-6/Q.2630.3 (part 1 of 2)
Parameters of the AAL type 2 signalling protocol messages

AAL type 2 parameter AAL type 2 message
ERQ | ECF | REL |RLC
Cause — | = M |9
Connection Element 1D M — — | —
Destination Signalling Association Identifier ) 9 M M M
Link Characteristics @] — — | —
Originating Signalling Association Identifier M M — | —
Served User Generated Reference @] — — | —
Served User Transport 0] — | — | —
Service Specific Information (Audio) | — | — | —
Service Specific Information (Multirate) | — | — | —
Service Specific Information (SAR-assured) Y — | — | —
Service Specific Information (SAR-unassured) 3 — — | —
Test Connection Indicator O — | = | —
M Mandatory parameter
0] Optiona parameter
— Parameter not present
NOTES
1 This row designates the Destination Signalling Association Identifier field in the message
header.
2 The Destination Signalling Association Identifier field contains the value “unknown”.
3 At most one of these parametersis present in an instance of the message.
4 The “Cause’ parameter is present in the Release Confirm message if
a) the RLC is used to reject a connection establishment, or
b) the cause reports unrecognized unknown information received in the REL message.

Table A-7-6/Q.2630.3 (Part 2 of 2)
Parameters of the AAL Type 2 Signalling Protocol messages

AAL type 2 parameter AAL type 2 message
RES| RSC |BLO |BLC |UBL [UBC | CFN

Cause — Y]l =1 5] =19 M™
Connection Element ID M| — MYy — M} — | —
Destination Signalling Association | dentifier *) 1M | M || M| M
Originating Signalling Association Identifier M — M — M — | —
M Mandatory parameter
0] Optiona parameter
— Parameter not present
NOTES

1 This row designates the Destination Signalling Association Identifier field in the message

header.

2 The Destination Signalling Association Identifier field contains the value “unknown”.

3 The Channel Identifier field is set to “Null”.

4 The “Cause” parameter is present only if the cause reports unrecognized information received.

The identifiers of the AAL type 2 message parameters are defined in Table A-7-7/Q.2630.3.
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Table A-7-7/Q.2630.3
Identifiers of the AAL Type 2 message parameters

AAL type 2 Parameter Ref. Acronym Identifier

Cause 731 CAU 00000001
Connection Element 1D 7.3.2 CEID 00000010
Link Characteristics 7.35 ALC 00000101
Originating Signalling Association Identifier 7.3.6 OSAID 00000110
Served User Generated Reference 737 SUGR 00000111
Served User Transport 7.3.8 SUT 00001000
Service Specific Information (Audio) 7.3.9 SSIA 00001001
Service Specific Information (Multirate) 7.3.10 SSIM 00001010
Service Specific Information (SAR-assured) 7.3.11 SSISA 00001011
Service Specific Information (SAR-unassured) 7.3.12 SSISU 00001100
Test Connection Indicator 7.3.13 TCl 00001101

A.7.3 Parameter specification of the AAL type 2 signalling protocol messages

Applicable parameters are specified in § 7.3/Q.2630.11** except:

° For § 7.3.3 “Destination E.164 service endpoint address’ and 8§ 7.3.4 “Destination NSAP service endpoint
address’ which are not applicable.

A.7.4 Field specification of the AAL type 2 signalling protocol parameters

Applicable fields are specified in § 7.4/Q.2630.1™ except:

a) In § 7.4.1.2/Q.2630.11** add the following sentence: “Optionally, it is possible to increase the CPS-SDU size
to 64 octets’.

b) §7.4.13/Q.2630.1" § 7.4.14/Q.2630.11*%, and § 7.4.15/Q.2630.11** are not applicable.

0) In § 7.4.16/Q.2630.1"%, cause “Unallocated (unassigned) number” is not applicable.

A.8 Procedure of the AAL type 2 signalling protocol

Before an ATM VCC (AAL type 2 path) is put into service between a pair of adjacent AAL type 2 nodes, certain
actions need to be performed. An identifier caled the AAL type 2 path identifier is assigned to the ATM VCC. This
identifier is used to refer to the ATM VCC in the AAL type 2 signalling protocol messages. The AAL type 2 path
identifier shall uniquely identify the ATM VCC between the two adjacent AAL type 2 nodes.

Onany ATM VCC used for AAL type 2 connections, all CID values from “8” to “255” are available for assignment.

Any timeanew ATM VCC is put into service, the ownership of the ATM VCC shall be determined before AAL type 2
connections are established in it. In case of switched ATM VCC, the owner of the VCC shall be the AAL type 2 node
that initiated the establishment of the VCC. In case of PVC and soft PVC, it is the responsibility of the management
system to determine the owner of the VCC.

The nodal function is informed by layer management of a newly established AAL type 2 path by the use of the ADD-
PATH.indication primitive containing the adjacent AAL type 2 node identifier, the AAL type 2 path identifier, and the
ownership. The nodal function is informed by layer management of the removal of an AAL type 2 path by use of the
REMOVE-PATH.indication primitive containing the adjacent AAL type 2 node identifier and the AAL type 2 path
identifier.

In order to minimize the likelihood of CID collision, the following CID allocation mechanism shall be used:

o if the AAL type 2 node owns the AAL type 2 path that carries the new connection, it allocates CID values
from CID value 8 upwards; and

o if the AAL type 2 node does not own the AAL type 2 path that carries the new connection, it alocates CID
values from CID value 255 downwards.
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NOTE — Causes in the procedures defined in § 8/Q.2630.1!* specify which ITU-T standardized code should be used
in cause parameters of AAL type 2 signalling protocol messages. | mplementation dependent non-standardized causes
may be used for AAL type 2 signalling entity internal processing and for A2SU-SAP and LM-SAP cause primitive
parameters.

The service endpoint address, the served user generated reference, the served user transport parameter, the link
characteristics, the SSCS information, and the test connection indicator shall not be modified by the nodal function. The
served user generated reference and the served user transport are parameters with significance to the served user only,
therefore, they shall not be examined by the nodal function.

A8.1 Compatibility
§ 8.1 applies with the following modifications:

a) In § 8.1.1/Q.2630.1™ “General requirements on receipt of unrecognized signalling information”, bullet item
d) and the note below it are not applicable.

b) In § 8.1.2.1/Q.2630.1™! “Unrecognized messages”, the bullet item “transfer the message transparently” is not
applicable.

C) In § 8.1.2.2/Q.2630.1™ “Unrecognized parameters’, the bullet item “transfer the parameter transparently”

appearstwice and is not applicable in either location.

A.8.2 Nodal functions
A.8.21 Noda functionsfor AAL type 2 nodes with served user interaction
§ 8.2.1/Q.2630.11™ applies with the modification below.

a) § 8.2.1.1.1.1/Q.2630.1"% “Actions at the originating AAL type 2 service endpoint” is replaced by the
following paragraphs:

When the nodal function receives an ESTABLISH.request primitive from the AAL type 2 served user, it
determines the availability of aroute with enough AAL type 2 path resources and selects an AAL type 2 path
to the succeeding AAL type 2 service endpoint.

Selection of an AAL type 2 path typically is based on:

. the test connection indicator;
° link information (link characteristics); and
° other information (such as SSCS information).

AAL type 2 node internal resources are alocated for the new connection from the originating AAL type 2
served user to the outgoing AAL type 2 path.

On the selected outgoing AAL type 2 path, the CID and other resources (e.g. indicated by link characteristic
or SSCSinformation) are allocated for the outgoing AAL type 2 link.

An outgoing protocol entity instance is invoked and the following parameters are passed to it: the AAL type
2 Path Identifier, and a CID value. The nodal function shall pass the following parameters to the outgoing
protocol entity instance only if they were conveyed by the originating AAL type 2 served user: the link
characteristics, the SSCS information, the served user generated reference, the served user transport, and the
test connection indicator.

NOTE — Through-connection at AAL type 2 service endpoints is not specified by this Recommendation. It
may be controlled by the AAL type 2 served user.

After receiving an indication of the successful AAL type 2 connection setup from the outgoing protocol
entity instance, an ESTABLISH.confirm primitive is sent to the AAL type 2 served user.

b) § 8.2.1.1.1.2/Q.2630.1™% “Actions at the destination AAL type 2 service endpoint” is replaced by the
following paragraphs:

Upon receiving an indication from an incoming protocol entity instance requesting a new connection, the
nodal function checks the availability of the CID value and other resources, e.g. indicated by link
characteristic or SSCSinformation in the incoming AAL type 2 path.
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If the test connection indicator parameter is present, a “locally blocked” or “remotely blocked” AAL type 2
path shall be acceptable for the incoming connection.

If the CID and the other resources are available, they are allocated to the new connection.

AAL type 2 nodeinternal resources are allocated for the new connection from the incoming AAL type 2 path
to the destination AAL type 2 served user.

The nodal function acknowledges the successful AAL type 2 connection establishment towards the incoming
protocol entity instance.

An ESTABLISH.indication primitive is sent to the AAL type 2 served user to inform it of the successfully
established new connection. The nodal function shall pass the following parameters to the outgoing protocol
entity instance only if they were conveyed by the incoming protocol entity instance: the SSCS information,
the served user transport, the served user generated reference, and the test connection indicator.

NOTE — Through-connection at AAL type 2 service endpoints is not specified by this Recommendation. It
may be controlled by the AAL type 2 served user.

§ 8.2.1.1.2.1/Q.2630.1"% “Actions at the originating AAL type 2 service endpoint” is replaced by the
following paragraphs:

If the AAL type 2 path selection or the CID and other resources alocation described in § 8.2.1.1.1.1 fails, a
RELEA SE.confirm primitive is returned to the AAL type 2 served user with one of the following causes:

° “No route to destination”;

“No circuit/channel available’;

“Resource unavailable, unspecified”;

“Network out of order”; or

“Temporary failure”.

If AAL type 2 node internal resources are not available for the new connection, a RELEASE.confirm
primitive is sent to the AAL type 2 served user with the cause “ Switching equipment congestion”.

Upon receiving a negative acknowledgement for the connection setup request from the outgoing protocol
entity instance, all the resources associated with this AAL type 2 link are released and made available for
new traffic. The association to the outgoing protocol entity instance is released. Features that enable a further
connection attempt, involving the selection of a different AAL type 2 path within the same route, may be
implemented. If no further connection attempt is made, the AAL type 2 node internal resources are released
and a RELEASE.confirm primitive is sent to the AAL type 2 served user with the cause received from the
outgoing protocol entity instance.

Upon receiving an indication from the outgoing protocol entity instance that a timer has expired, the
association to the outgoing protocol entity instance is released and a reset procedure is started (see 8
8.2.1.2.1.1 case 3 @)). The AAL type 2 node internal resources are released. A RELEASE.confirm primitive
is sent to the AAL type 2 served user with the cause received from the outgoing protocol entity instance, i.e.
“Recovery on timer expiry”.

A.8.2.2 Nodal functionsfor AAL type 2 nodes without served user interaction
§ 8.2.2/Q.2630.1'* is not applicable.

A.8.3

Protocol entity

§ 8.3/Q.2630.1™ gpplies.

A.8.4

List of timers

§ 8.4/Q.2630.1™ applies.
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Annex B
Coding of the compatibility information

(This Annex forms an integral part of this Recommendation.)

B.1 Coding of the compatibility information for CS1 and CS2 networks using Link
Characteristics for Connection Resource Allocation

B.1.1 Message compatibility

To ensure backward compatibility with AAL type 2 nodes conforming only to ITU-T Recommendation Q.2630.1™ or
Q.2630.2* the message compatibility field of the Modify Request (MOD), Modify Acknowledge (MOA), and Modify
Reject (MOR) messages shall be set asindicated in Table B-1/Q.2630.3.

Table B-1/Q.2630.3
Coding of the message compatibility infor mation

8 7 | 8 | s 4 3 2 1
pass-on not possible genera action
send . . send . .
M essage res. | notification 'Psg.uct' on res. | notification Instruction
indicator ndicator indicator indicator
M odify Request (MOD) 0 0 10 0 0 10
with Transfer Capability do not send discard m o do not send discard m o
notification g notification 9
M odify Request (MOD) 0 0 10 0 0 00
without Transfer Capability do nqt se;nd discard message do nqt sgnd pass on message
notification notification
M odify Acknowledge 0 0 10 0 0 00
(MOA) do not send discard message do not send pass on message
notification notification
. ) 0 0 10 0 0 00
'(\I/\Iﬂog'% Reject do not send discard m o do not send assonm e
notification g notification P g
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B.1.2 Parameter compatibility

To ensure backward compatibility with AAL type 2 nodes conforming only to ITU-T Recommendation Q.2630.1",
the parameter compatibility field of the new or differently used parameters introduced in ITU-T Recommendation

Q.2630.2*° shall be set asindicated in Table B-2/Q.2630.3.

Table B-2/Q.2630.3
Coding of the parameter compatibility infor mation

8| 7 6 | s 4 3 2 1
pass-on not possible genera action
send instruction send instruction

Parameter res. | notification o res. | natification S

S indicator -~ indicator

indicator indicator
Connection Element Identifier 0 0 01 0 0 01
(CEID) do not send . do not send .
in RLC message notification discard parameter notification discard parameter
Modify Support for Link 0 0 01 0 0 01
Characteristics (MSLC) do not send discard parameter do not send discard parameter
in ERQ and ECF message notification P notification P
Modify Support for Service 0 0 01 0 0 00
Specific Information (MSSSI) do not send . do not send pass on
in ERQ and ECF message notification discard parameter notification parameter
Preferred Link Characteristics 0 0 01 0 0 01
(PLC) do not send . do not send .
in ERQ message notification discard parameter notification discard parameter
Preferred Service Specific 0 0 01 0 0 00
Information (Audio Extended) do not send . do not send pass on
(PSSIAE) in ERQ message notification discard parameter notification parameter
Preferred Service Specific 0 0 01 0 0 00
Information (Multirate Extended) do not send . do not send pass on
(PSSIME) in ERQ message notification discard parameter notification parameter
Service Specific Information 0 0 11 0 0 00
(Audio Extended) (SSIAE) do not send release do not send pass on
in ERQ message notification connection notification parameter
Service Specific Information 0 0 11 0 0 00
(Multirate Extended) (SSIME) do not send release do not send pass on
in ERQ message notification connection notification parameter
Path Type 0 1 01 0 1 00
(PT) send , send pass on
in ERQ message notification discard parameter notification parameter
Served User Correlation 1D 0 0 01 0 0 00
(sucl) do not send . do not send pass on
inMOD & MOA message notification discard parameter notification parameter
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B.2 Coding of the compatibility information for CS1 and CS2 networks using Service
Specific Information for Connection Resource Allocation

B.2.1 Message compatibility

To ensure backward compatibility with AAL type 2 nodes conforming only to ITU-T Recommendation Q.2630.1™ or
Q.2630.2* the message compatibility field of the Modify Request (MOD), Modify Acknowledge (MOA), and Modify
Reject (MOR) messages shall be set asindicated in Table B-3/Q.2630.3.

Table B-3/Q.2630.3
Coding of the message compatibility infor mation

8 7 | 8 | s 4 3 2 1
pass-on not possible genera action
send instruction send instruction
M essage res. | notification L res. | notification L
- indicator - indicator
indicator indicator
. 0 0 10 0 0 10
,(\I/\I/Iogltf)))/ e do not send discard message do not send discard message
notification notification
. 0 0 10 0 0 00
'(\I/\Iﬂog% Acknowledge do not send discard m o do not send assonm e
notification g notification P g
. . 0 0 10 0 0 00
'(\:AOSIF?; Reject do not send discard m o do not send asson m e
notification d notification P g
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B.2.2 Parameter compatibility

To ensure backward compatibility with AAL type 2 nodes conforming only to ITU-T Recommendation Q.2630.1",
the parameter compatibility field of the new or differently used parameters introduced in ITU-T Recommendation
Q.2630.2!" shall be set asindicated in Table B-4/Q.2630.3.

Table B-4/Q.2630.3
Coding of the parameter compatibility infor mation

8| 7 | 6 | s 4 3 2 1
pass-on not possible genera action
send instruction send instruction
Parameter res. | natification o res. | natification S
S indicator - indicator
indicator indicator
Connection Element Identifier 0 0 01 0 0 01
(CEID) do not send . do not send .
in RLC message notification discard parameter notification discard parameter
Modify Support for Service 0 0 01 0 0 01
Specific Information (M SSSI) do not send : donot send | discard parameter
in ERQ and ECF message notification discard parameter notification
Preferred Service Specific 0 0 01 0 0 01
Information (Audio Extended) do not send discard parameter do not send discard parameter
(PSSIAE) in ERQ message notification P notification P
Preferred Service Specific 0 0 01 0 0 01
Information (Multirate Extended) do not send discard parameter do not send discard parameter
(PSSIME) in ERQ message notification P notification P
Service Specific Information 0 0 11 0 0 11
(Audio Extended) (SSIAE) do not send release do not send release
in ERQ message notification connection notification connection
Service Specific Information 0 0 11 0 0 11
(Multirate Extended) (SSIME) do not send release do not send release
in ERQ message notification connection notification connection
Path Type 0 1 01 0 1 00
(PT) send . send pass on
in ERQ message notification discard parameter notification parameter
Served User Correlation ID 0 0 01 0 0 00
(sucl) do not send . do not send pass on
inMOD & MOA message notification discard parameter notification parameter

B.3
networks

Coding of the compatibility information of the new parameters for CS1 and CS2

To ensure backward compatibility with AAL type 2 nodes conforming only to I TU-T Recommendations Q.2630.1™! or
Q.2630.2!* the parameter compatibility field of the new parameter shall be set asindicated in Table B-5/Q.2630.3.




- 104 -

TD 26 (PLEN)

Table B-5/Q.2630.3
Coding of the parameter compatibility infor mation

8 7 6 | s 4 3 2 1
pass-on not possible genera action
send instruction send instruction
Parameter res. | notification o res. | natification S
S indicator -~ indicator
indicator indicator
Origination AAL type 2 Service | 0 0 01 0 0 00
!Endp0| nt Address (OA2AE) do nqt sgnd discard parameter do nqt sgnd pass on
in ERQ message notification notification parameter
. . 0 0 01 0 0 00
ﬁoglge(gtln?esmgn PFIC;fIty ) do ot send discard parameter do ot send pass on
notification P notification parameter
Congestion Level (CL) 0 0 01 0 0 01
in REL or RLC m e do not send discard parameter do not send discard parameter
550 notification P notification P
0 0 01 0 0 00
il_r|10|§Rc(§lsrr:essagter (HeC) do ot send discard parameter do ot send pass on
notification P notification parameter
TAR Controlled Connection 0 0 01 0 0 00
(TCC) do not send . do not send pass on
in ERQ message notification discard parameter notification parameter
Transfer Capability Support 0 0 01 0 0 01
(TCS) do not send discard parameter do not send discard parameter
in ERQ and ECF message notification P notification P
Fixed Bandwidth Transfer 0 0 01 0 0 00
Capability (FBW) do not send . do not send
in ERQ and MOD message notification discard parameter notification Pass on parameter
Variable Bandwidth Stringent 0 0 01 0 0 00
Transfer Capability (VBWS) do not send discard parameter do not send ass 0N barameter
in ERQ and MOD message notification P notification | P P
Variable Bandwidth Tolerant 0 0 01 0 0 00
Transfer Capability (VBWT) do not send discard parameter do not send asS 0N parameter
in ERQ and MOD message notification P notification P P
Preferred Fixed Bandwidth 0 0 01 0 0 00
Transfer Capability (PFBW) do not send discard parameter do not send ass 0N barameter
in ERQ message notification P notification | P P
Preferred Variable Bandwidth 0 0 01 0 0 00
Stringent Transfer Capability do not send discard parameter do not send asS 0N parameter
(PVBWS) in ERQ message notification P notification P P
Preferred Variable Bandwidth 0 0 01 0 0 00
Tolerant Transfer Capability do not send . do not send | pass on parameter
(PVBWT) in ERQ message notification discard parameter notification
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Annex C

Interworking with CS1 and CS2 Nodes for Connection Resource Allocation

(This Annex forms an integral part of this Recommendation.)

Examples of interworking cases are illustrated in Appendix I11.

C.1.
C.11.
Cl1l1

Connection Resources indicated with Link Characteristic Parameters
Connection Establishment

Introduction

NOTE 1 — In order to ensure interworking the following three cases are considered:

a)

b)

0)

If no connection resource modifications are required for the AAL type 2 connection, the originating AAL
type 2 served user may include a Link Characteristics parameter in the ESTABLISH.request primitive that
corresponds to the Transfer Capability parameter.

If connection resource modifications may be required for the AAL type 2 connection and interworking to
CS1 nodes is not required, the originating AAL type 2 served user may include a Link Characteristics
parameter and a Modify Support for Link Characteristics parameter in the ESTABLISH.request primitive;
the Link Characteristics parameter corresponds to the Transfer Capability parameter.

If connection resource modifications may be required for the AAL type 2 connection and interworking to
CS1 nodes may be required, the originating AAL type 2 served user may additionally include the following
parametersin the ESTABLISH.request primitive:

o the Link Characteristics

o the Preferred Transfer Capability,

o the Preferred Link Characteristicsand

o the Modify Support for Link Characteristics.

Interworking with CS2 and CS1 nodes is designed such that:

o If the Modify Support for Link Characteristics parameter is received by the destination AAL type
2 service endpoint, no CS1 node is part of the AAL type 2 connection; resource alocation for the
AAL type 2 connection is based on the Preferred Transfer Capability (for CS3 nodes) and
Preferred Link Characteristics (for CS2 nodes) and the connection resources are modifiable.

o If the Modify Support for Link Characteristics parameter is not received by the destination AAL
type 2 service endpoint, a CS1 node is part of the AAL type 2 connection; resource allocation for
the AAL type 2 connection is based on the Transfer Capability (for CS3 nodes) and Link
Characteristics (for CS1 and CS2 nodes) and the connection resources are not modifiable.

o In all cases, the originating AAL type 2 served user includes a Transfer Capability Support
parameter in the ESTABLISH.request primitive as well. If this parameter is received by a
destination CS3 service endpoint, it is sent back towards the originating AAL type 2 service
endpoint. The complete AAL type 2 connection passes through CS3 nodes only and the originating
and the destination AAL type 2 served users know that the full functionality of this
Recommendation is available for this connection.

NOTE 2 — From the point of view of this recommendation it is regarded to be within the responsibility of the AAL
type 2 served user to ensure consistency between Transfer Capability and Link Characteristics parameters.

C.1.1.2. Actionsat the originating AAL type 2 service endpoint

In addition to the specificationsin § 8.2, the following applies:

When the nodal function receives an ESTABLISH.request primitive from the AAL type 2 served user, the following
restrictions on the optionality of the parameters of the primitive apply:

The Transfer Capability Support parameter shall be present;
The Link Characteristics parameter shall be present;
The Modify Support for Link Characteristics parameter may be present;
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° The Preferred Link Characteristics parameter may be present only if the Modify Support for Link
Characteristics parameter is a so present;
° The Preferred Transfer Capability parameter shall be present if the AAL type 2 Preferred Link
Characteristics parameter is present; and
° If a Preferred Transfer Capability parameter is specified, it must refer to the same AAL type 2 transfer

capability as the Transfer Capability parameter.

NOTE — For example, if the Transfer Capability parameter indicates a Variable Bandwidth Stringent Trans-
fer Capability, the Preferred Transfer Capability parameter, if present, may only indicate a Variable Band-
width Stringent Transfer Capability.

Depending on the presence of Preferred Transfer Capability parameter the following applies:

° If the Preferred Transfer Capability parameter is not present, connection admission control and connection
resource alocation are performed asdefined in § 8.2.

° If the Preferred Transfer Capability parameter is present, the connection admission control and connection
resource alocation shall be based on the most demanding of the Preferred Transfer Capability and the
Transfer Capability.

NOTE — The concept of “demanding” depends on the connection admission control algorithm and
connection resource allocation mechanisms in use which are outside the scope of this Recommendation.

If the originating AAL type 2 service endpoint receives a notification that the succeeding node did not recognize the
Path Type parameter, the connection establishment shall be allowed to continue (QoS reguirements are met by the
network default stringent QoS class), or the connection is released and a RELEASE.confirm primitive is returned to the
AAL type 2 served user with the cause “Resource unavailable, unspecified” (QoS requirements are not met by network
default stringent QoS class).

After receiving an indication of the successful AAL type 2 connection setup from the outgoing protocol entity instance
the following applies depending on the presence of the Modify Support for Link Characteristics parameter and the
Preferred Transfer Capability parameter:

° If the Modify Support for Link Characteristics parameter is not present, connection admission control and
connection resource allocation shall reflect the Transfer Capability (TC).

° If the Modify Support for Link Characteristics parameter is present, connection admission control and
connection resource allocation shall reflect the Preferred Transfer Capability (PTC) if present, otherwise the
Transfer Capability (TC) shall be reflected.

C.1.1.3. Actionsat AAL type 2 nodes without served user interaction

In addition to the specificationsin § 8.2, the following applies:

Upon receiving notification from an incoming protocol entity instance requesting a new connection and the Transfer
Capability parameter is not conveyed by the incoming protocol entity instance,

° the nodal function prepares a Transfer Capability parameter corresponding to the Link Characteristics
parameter; and
° if a Preferred Link Characteristics parameter is also conveyed by the incoming protocol entity instance, the

nodal function prepares a Preferred Transfer Capability parameter corresponding to the Preferred Link
Characteristics parameter. The Preferred Transfer Capability parameter must refer to the same AAL type 2
transfer capability as the Transfer Capability parameter.

NOTE — For example, if the Transfer Capability parameter indicates a Variable Bandwidth Stringent Trans-
fer Capability, the Preferred Transfer Capability parameter, if present, may only indicate a Variable
Bandwidth Stringent Transfer Capability.

NOTE — In Appendix |1, guidelines to derive the Transfer Capability parameter from a Link Characteristics parameter
are shown.

These parameters are treated asif they would have been conveyed by the incoming protocol entity instance.

If a Preferred Transfer Capability parameter is conveyed by the incoming protocol entity instance but not a Preferred
Link Characteristics parameter, the Preferred Transfer Capability parameter is discarded; subsequent treatment of the
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parametersis asif the Preferred Transfer Capability parameter would not have been conveyed by the incoming protocol
entity instance.

Depending on the presence of Preferred Transfer Capability parameter the following applies:

° If the Preferred Transfer Capability parameter is not present, the connection admission control and connection
resource alocation are performed asdefined in § 8.2.

° If the Preferred Transfer Capability parameter is present, the connection admission control and connection
resource alocation shall be based on the most demanding of the Preferred Transfer Capability and the
Transfer Capability.

NOTE — The concept of “demanding” depends on the connection admission control agorithm and
connection resource allocation mechanisms in use which are outside the scope of this Recommendation.

If AAL type 2 node receives a notification the succeeding node did not recognize the Path Type parameter, the AAL
type 2 node alows the connection to be established (QoS requirements are met by the network default stringent QoS
class), or releases the connection with the cause “Resource unavailable, unspecified” (QoS requirements are not met by
network default stringent QoS class).

After receiving an indication of the successful AAL type 2 connection setup from the outgoing protocol entity instance
the following applies depending on the presence of the Modify Support for Link Characteristics parameter and the
Preferred Transfer Capability parameter:

° If the Modify Support for Link Characteristics parameter is not present, connection admission control and
connection resource allocation shall reflect the Transfer Capability (TC).

° If the Modify Support for Link Characteristics parameter is present, connection admission control and
connection resource allocation shall reflect the Preferred Transfer Capability (PTC) if present, otherwise the
Transfer Capability (TC) shall be reflected.

C.1.1.4. Actionsat the destination AAL type 2 service endpoint

In addition to the specificationsin § 8.2, the following applies:

Upon receiving notification from an incoming protocol entity instance requesting a new connection and the Transfer
Capability parameter is not conveyed by the incoming protocol entity instance,

° the nodal function prepares a Transfer Capability parameter corresponding to the Link Characteristics
parameter; and
° if a Preferred Link Characteristics parameter is also conveyed by the incoming protocol entity instance, the

nodal function prepares a Preferred Transfer Capability parameter corresponding to the Preferred Link
Characteristics parameter. The Preferred Transfer Capability parameter must refer to the same AAL type 2
transfer capability as the Transfer Capability parameter.

NOTE — For example, if the Transfer Capability parameter indicates a Variable Bandwidth Stringent Trans-
fer Capability, the Preferred Transfer Capability parameter, if present, may only indicate a Variable Band-
width Stringent Transfer Capability.

NOTE — In Appendix |1, guidelines to derive the Transfer Capability parameter from a Link Characteristics parameter
are shown.

These parameters are treated asif they would have been conveyed by the incoming protocol entity instance.

If a Preferred Transfer Capability parameter is conveyed by the incoming protocol entity instance but not a Preferred
Link Characteristics parameter, the Preferred Transfer Capability parameter is discarded; subsequent treatment of the
parametersis asif the Preferred Transfer Capability parameter would not have been conveyed by the incoming protocol
entity instance.

Depending on the presence of Preferred Transfer Capability parameter the following applies:

° If the Preferred Transfer Capability parameter is not present, AAL type 2 connection resources (internal and on
the incoming AAL type 2 path) indicated by the Transfer Capability (TC) parameter are alocated as
specifiedin § 8.2.
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° If the Preferred Transfer Capability parameter is present, AAL type 2 connection resources (internal and on the
incoming AAL type 2 path) indicated by the Preferred Transfer Capability (PTC) parameter are allocated.

If a Transfer Capability Support parameter was received from the incoming protocol instance, the parameter shall be
passed to the incoming protocol entity instance when the nodal function acknowledges the successful AAL type 2
connection establishment.

If a Modify Support for Link Characteristics parameter was received from the incoming protocol instance, the
parameter shall be passed to the incoming protocol entity instance when the nodal function acknowledges the successful
AAL type 2 connection establishment.

C.1.2.  Connection Resource Modification

C.1.2.1. Introduction

If, during connection establishment, a Transfer Capability Support parameter was received by an AAL type 2 service
endpoint, connection resource modification as specified in § 8.2 applies.

If, during connection establishment, a Transfer Capability Support parameter was not received but a Modify Support for
Link Characteristics parameter was received by an AAL type 2 service endpoint, connection resource modification
follows the specificationsin this subclause.

If, during connection establishment, neither a Transfer Capability Support parameter nor a Modify Support for Link
Characteristics parameter was received by an AAL type 2 service endpoint, no connection resource modification is
possible.

NOTE — From the point of view of this recommendation it is regarded to be within the responsibility of the AAL type
2 served user to ensure consistency between Transfer Capability and Link Characteristics parameters.

C.1.2.2. Actionsat the AAL type 2 service endpoint originating the modification

In addition to the specificationsin § 8.2, the following applies:

The AAL type 2 served user shall include a Link Characteristics parameter (corresponding to the Transfer Capability
parameter) in the MODIFY .request primitive.

C.1.2.3. Actionsat AAL type 2 nodes without served user interaction

Upon receiving notification from a protocol entity instance requesting a connection modification and the Transfer
Capability parameter is not conveyed by the protocol entity instance, the nodal function prepares a Transfer Capability
parameter corresponding to the Link Characteristics parameter. This parameter is treated as if it would have been
conveyed by the protocol entity instance.

NOTE — In Appendix I1, guidelines to derive the Transfer Capability parameter from a Link Characteristics parameter
are shown.
C.1.24. Actionsat the AAL type 2 service endpoint receiving the modification

Upon receiving notification from a protocol entity instance requesting a connection modification and the Transfer
Capability parameter is not conveyed by the protocol entity instance, the nodal function prepares a Transfer Capability
parameter corresponding to the Link Characteristics parameter. This parameter is treated as if it would have been
conveyed by the protocol entity instance.

NOTE — In Appendix |1, guidelines to derive the Transfer Capability parameter from a Link Characteristics parameter
are shown.

C.2.  Connection Resources indicated with Service Specific Information Parameters
C.2.1.  Connection Establishment

C.2.1.1. Introduction

NOTE 1 — In order to ensure interworking the following three cases are considered:
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a) If no connection resource modifications are required for the AAL type 2 connection, the originating AAL
type 2 served user may include an SSCS Information parameter in the ESTABLISH.request primitive whose
connection resource requirements corresponds to those of the Transfer Capability parameter.

b) If connection resource modifications may be required for the AAL type 2 connection and interworking with
CS1 nodes is not required, the originating AAL type 2 served user may include an SSCS Information
parameter and a Modify Support for SSCS Information parameter in the ESTABLISH.request primitive; the
connection resource requirements of the SSCS Information parameter corresponds to those of the Transfer
Capability parameter.

C) If connection resource modifications may be required for the AAL type 2 connection and interworking to
CS1 nodes may be required, the originating AAL type 2 served user may additionally include the following
parametersin the ESTABLISH.request primitive:

° the SSCS Information

° the Preferred Transfer Capability,

° the Preferred SSCS Informationand

° the Modify Support for SSCS Information.

Interworking with CS2 and CS1 nodes is designed such that:

° If the Modify Support for SSCS Information parameter is received by the destination AAL type 2

service endpoint, no CS1 node is part of the AAL type 2 connection; resource alocation for the
AAL type 2 connection is based on the Preferred Transfer Capability (for CS3 nodes) and
Preferred SSCS Information (for CS2 nodes) and the connection resources are modifiable.

° If the Modify Support for SSCS Information parameter is not received by the destination AAL
type 2 service endpoint, a CS1 node is part of the AAL type 2 connection; resource allocation for
the AAL type 2 connection is based on the Transfer Capability (for CS3 nodes) and SSCS
Information (for CS1 and CS2 nodes) and the connection resources are not modifiable.

° In al cases, the originating AAL type 2 served user includes a Transfer Capability Support
parameter in the ESTABLISH.request primitive as well. If this parameter is received by a
destination CS3 service endpoint, it is sent back towards the originating AAL type 2 service
endpoint. The complete AAL type 2 connection passes through CS3 nodes only and the originating
and the destination AAL type 2 served users know that the full functionality of this
Recommendation is available for this connection.

NOTE — From the point of view of this recommendation it is regarded to be within the responsibility of the AAL type
2 served user to ensure consistency between the resource requirements of the Transfer Capability and SSCS Information
parameters..
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C.2.1.2. Actionsat the originating AAL type 2 service endpoint
In addition to the specificationsin § 8.2, the following applies:

When the nodal function receives an ESTABLISH.request primitive from the AAL type 2 served user, the following
restrictions on the optionality of the parameters of the primitive apply:

° The Transfer Capability Support parameter shall be present;

° The SSCS Information parameter shall be present;

° The Modify Support for SSCS Information parameter may be present;
[ ]

The Preferred SSCS Information parameter may only be present if the Modify Support for SSCS Information
parameter is present;

° If a Preferred SSCS Information parameter is specified, it has to refer to the same SSCS Information type as
the SSCS Information parameter.
NOTE — For example, if the SSCS Information parameter indicates an Audio SSCS Information, the
Preferred SSCS Information parameter, if present, may only indicate an Audio SSCS Information.

° If a Preferred SSCS Information parameter is specified, the SSCS Information “Audio Extended” and
“Multirate Extended” shall not be used in the SSCS Information parameter.

° The Preferred Transfer Capability parameter shall be present if the Preferred SSCS Information parameter is
present; and

° If a Preferred Transfer Capability parameter is specified, it has to refer to the same Transfer Capability as the

Transfer Capability parameter.

NOTE — For example, if the Transfer Capability parameter indicates a Variable Bandwidth Stringent
Transfer Capability, the Preferred Transfer Capability parameter, if present, may only indicate a Variable
Bandwidth Stringent Transfer Capability.

Depending on the presence of Preferred Transfer Capability parameter the following applies:

° If the Preferred Transfer Capability parameter is not present, connection admission control and connection
resource alocation are performed asdefined in § 8.2.

° If the Preferred Transfer Capability parameter is present, the connection admission control and connection
resource alocation shall be based on the most demanding of the Preferred Transfer Capability and the
Transfer Capability.

NOTE — The concept of “demanding” depends on the Connection Admission Control algorithm and
connection resource allocation mechanisms in use which are outside the scope of this Recommendation.

If the originating AAL type 2 service endpoint receives a notification that the succeeding node did not recognize the
Path Type parameter, the connection establishment shall be allowed to continue (QoS reguirements are met by the
network default stringent QoS class), or the connection is released and a RELEASE.confirm primitive is returned to the
AAL type 2 served user with the cause “Resource unavailable, unspecified” (QoS requirements are not met by network
default stringent QoS class).

After receiving an indication of the successful AAL type 2 connection setup from the outgoing protocol entity instance
the following applies depending on the presence of the Modify Support for SSCS Information parameter and the
Preferred SSCS Information parameter:

° If the Modify Support for SSCS Information parameter is not present, connection admission control and
connection resource allocation shall reflect the Transfer Capability (TC).

° If the Modify Support for SSCS Information parameter is present, connection admission control and
connection resource allocation shall reflect the Preferred Transfer Capability (PTC) if present, otherwise the
Transfer Capability (TC) shall be reflected.

C.2.1.3. Actionsat AAL type 2 nodes without served user interaction

In addition to the specificationsin § 8.2, the following applies:

Upon receiving notification from an incoming protocol entity instance requesting a new connection and the Transfer
Capability parameter is not conveyed by the incoming protocol entity instance,

° the nodal function prepares a Transfer Capability parameter whose connection resource requirements
correspond to those of the SSCS Information parameter; and
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° if a Preferred SSCS Information parameter is also conveyed by the incoming protocol entity instance, the
nodal function prepares a Preferred Transfer Capability parameter whose connection resource requirements
correspond to those of the Preferred SSCS Information parameter. The Preferred Transfer Capability
parameter must refer to the same AAL type 2 transfer capability as the Transfer Capability parameter.

NOTE — For example, if the Transfer Capability parameter indicates a Variable Bandwidth Stringent Trans-
fer Capability, the Preferred Transfer Capability parameter, if present, may only indicate a Variable Band-
width Stringent Transfer Capability.

These parameters are treated asif they would have been conveyed by the incoming protocol entity instance.

If a Preferred Transfer Capability parameter is conveyed by the incoming protocol entity instance but not a Preferred
SSCS Information parameter, the Preferred Transfer Capability parameter is discarded; the treatment of the parameters
are as if the Preferred Transfer Capability parameter would not have been conveyed by the incoming protocol entity
instance.

Depending on the presence of Preferred Transfer Capability parameter the following applies:

° If the Preferred Transfer Capability parameter is not present, connection admission control and connection
resource alocation are performed asdefined in § 8.2.

° If the Preferred Transfer Capability parameter is present, the connection admission control and connection
resource alocation shall be based on the most demanding of the Preferred Transfer Capability and the
Transfer Capability.

NOTE — The concept of “demanding” depends on the Connection Admission Control algorithm and
connection resource allocation mechanisms in use which are outside the scope of this Recommendation.

If AAL type 2 node receives a notification the succeeding node did not recognize the Path Type parameter, the AAL
type 2 node alows the connection to be established (QoS requirements are met by the network default stringent QoS
class), or releases the connection with the cause “Resource unavailable, unspecified” (QoS requirements are not met by
network default stringent QoS class).

After receiving an indication of the successful AAL type 2 connection setup from the outgoing protocol entity instance
the following applies depending on the presence of the Modify Support for SSCS Information parameter and the
Preferred SSCS Information parameter:

° If the Modify Support for SSCS Information parameter is not present, connection admission control and
connection resource allocation shall reflect the Transfer Capability (TC).

° If the Modify Support for SSCS Information parameter is present, connection admission control and
connection resource allocation shall reflect the Preferred Transfer Capability (PTC) if present, otherwise the
Transfer Capability (TC) shall be reflected.

C.2.1.4. Actionsat the destination AAL type 2 service endpoint

In addition to the specificationsin § 8.2, the following applies:

Upon receiving notification from an incoming protocol entity instance requesting a new connection and the Transfer
Capability parameter is not conveyed by the incoming protocol entity instance,

° the nodal function prepares a Transfer Capability parameter whose connection resource requirements
correspond to those of the SSCS Information parameter; and

° if a Preferred Link Characteristics parameter is also conveyed by the incoming protocol entity instance, the
nodal function prepares a Preferred Transfer Capability parameter whose connection resource requirements
correspond to those of the Preferred SSCS Information parameter. The Preferred Transfer Capability
parameter must refer to the same AAL type 2 transfer capability as the Transfer Capability parameter.

NOTE — For example, if the Transfer Capability parameter indicates a Variable Bandwidth Stringent Trans-
fer Capability, the Preferred Transfer Capability parameter, if present, may only indicate a Variable Band-
width Stringent Transfer Capability.

These parameters are treated asif they would have been conveyed by the incoming protocol entity instance.

If a Preferred Transfer Capability parameter is conveyed by the incoming protocol entity instance but not a Preferred
SSCS Information parameter, the Preferred Transfer Capability parameter is discarded; subsequent treatment of the
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parameters are as if the Preferred Transfer Capability parameter would not have been conveyed by the incoming
protocol entity instance.

Depending on the presence of Preferred Transfer Capability parameter the following applies:

° If the Preferred Transfer Capability parameter is not present, AAL type 2 connection resources (internal and on
the incoming AAL type 2 path) indicated by the Transfer Capability (TC) parameter are alocated as
specifiedin § 8.2.

° If the Preferred Transfer Capability parameter is present, AAL type 2 connection resources (internal and on the

incoming AAL type 2 path) indicated by the Preferred Transfer Capability (PTC) parameter are allocated.

If a Transfer Capability Support parameter was received from the incoming protocol instance, the parameter shall be
passed to the incoming protocol entity instance when the nodal function acknowledges the successful AAL type 2
connection establishment.

If a Modify Support for SSCS Information parameter was received from the incoming protocol instance, the parameter
shall be passed to the incoming protocol entity instance when the nodal function acknowledges the successful AAL type
2 connection establishment.

C.2.2. Connection Resource Modification

C.2.2.1. Introduction

If, during connection establishment, a Transfer Capability Support parameter was received by the destination AAL type
2 service endpoint and sent back to the originating AAL type 2 service endpoint, connection resource modification as
specified in § 8.2 applies.

If, during connection establishment, a Transfer Capability Support parameter was not received but a Modify Support for
SSCS Information parameter was received by an AAL type 2 service endpoint, connection resource modification
follows the specificationsin this subclause.

If, during connection establishment, neither a Transfer Capability Support parameter nor a Modify Support for SSCS
Information parameter was received by an AAL type 2 service endpoint, no connection resource modification is
possible.

NOTE — From the point of view of this recommendation it is regarded to be within the responsibility of the AAL type
2 served user to ensure consistency between and SSCS Information parameters.

C.2.2.2. Actionsat the AAL type 2 service endpoint originating the modification

In addition to the specificationsin § 8.2, the following applies:

The AAL type 2 served user shall include a SSCS Information parameter (whose connection resource requirements
correspond to those of the Transfer Capability parameter) in the MODIFY .request primitive.

C.2.2.3. Actionsat AAL type 2 nodes without served user interaction

Upon receiving notification from a protocol entity instance requesting a connection modification and the Transfer
Capability parameter is not conveyed by the protocol entity instance, the nodal function prepares a Transfer Capability
parameter corresponding to the SSCS Information parameter. This parameter is treated as if it would have been
conveyed by the protocol entity instance.

C.2.24. Actionsat the AAL type 2 service endpoint receiving the modification

Upon receiving notification from a protocol entity instance requesting a connection modification and the Transfer
Capability parameter is not conveyed by the protocol entity instance, the nodal function prepares a Transfer Capability
parameter corresponding to the SSCS Information parameter. This parameter is treated as if it would have been
conveyed by the protocol entity instance.

C.3.  Service Specific Information indicated with SSCS Information Parameters

This clause only applies to the signalling for the service specific convergence sublayer.
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NOTE — From the point of view of this recommendation it is regarded to be within the responsibility of the AAL type
2 served user to ensure consistency between the resource requirements of the Transfer Capability and SSCS Information
parameters.
C.3.1.  Connection Establishment
C.3.1.1. Introduction
NOTE — In order to ensure interworking the following three cases are considered:

a) If no Service Specific Information modifications are required for the AAL type 2 connection, the originating
AAL type 2 served user may include an SSCS Information parameter in the ESTABLISH.reguest primitive.

b) If Service Specific Information modifications are required for the AAL type 2 connection and interworking
to CS1 nodes is not required, the originating AAL type 2 served user may include an SSCS Information
parameter and a Modify Support for SSI parameter in the ESTABLISH.request primitive.

C) If Service Specific Information modifications are required for the AAL type 2 connection and interworking
to CS1 nodes may be required, the originating AAL type 2 served user may additionally include the
following parametersin the ESTABLISH.request primitive:

° the SSCS Information parameter,

° the Preferred SSCS Information parameter, and

° the Modify Support for SSCS Information.

Interworking with CS2 and CS1 nodes is designed such that:

° If the Modify Support for SSCS Information parameter is received by the destination AAL type 2

service endpoint and this endpoint is a CS2 node, the Service Specific Information for the AAL
type 2 connection is based on the Preferred SSCS Information (if present) and the Service Specific
Information is modifiable.

° Otherwise, the Service Specific Information for the AAL type 2 connection is based on the SSCS
Information and the Service Specific Information is not modifiable.

NOTE — If the destination AAL type 2 service endpoint is a CS1 node, the Service Specific
Information (Audio Extended) and Service Specific Information (Multirate Extended) are
unknown to the AAL type 2 service endpoint.

° In al cases, the originating AAL type 2 served user includes a Transfer Capability Support
parameter in the ESTABLISH.request primitive as well. If this parameter is received by a
destination CS3 service endpoint, it is sent back towards the originating AAL type 2 service
endpoint. The complete AAL type 2 connection passes through CS3 nodes only and the originating
and the destination AAL type 2 served users know that the full functionality of this
Recommendation is available.

C.3.1.2. Actionsat the originating AAL type 2 service endpoint

In addition to the specificationsin § 8.2, the following applies:

When the nodal function receives an ESTABLISH.request primitive from the AAL type 2 served user, the following
restrictions on the optionality of the parameters of the primitive apply:

° The Transfer Capability Support parameter shall be present;

° The SSCS Information parameter shall be present;

° The Modify Support for SSCS Information parameter may be present;

° The Preferred SSCS Information parameter shall only be present if the Modify Support for SSCS Information
parameter is present;

° If a Preferred SSCS Information parameter is specified, it has to refer to the same SSCS Information type as
the SSCS Information parameter.

° NOTE — For example, if the SSCS Information parameter indicates an Audio SSCS Information, the

Preferred SSCS Information parameter, if present, may only indicate an Audio SSCS Information.

After receiving an indication of the successful AAL type 2 connection setup from the outgoing protocol entity instance
the following applies depending on the presence of the Modify Support for SSCS Information parameter and the
Preferred SSCS Information parameter:
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° If the Modify Support for SSCS Information parameter is not present, the Service Specific Information used
for the connection is based on the SSCS Information parameter (SSCS) in the ESTABLISH.request
primitive.

° If the Modify Support for SSCS Information parameter is present, the Service Specific Information used for

the connection is based on the Preferred SSCS Information parameter (PSSCS) in the ESTABLISH.request
primitive if present, otherwise the SSCS Information parameter (SSCS) shall be reflected.

C.3.1.3. Actionsat AAL type 2 nodes without served user interaction

NOTE — No changesto the proceduresin § 8.2 are required.

C.3.1.4. Actionsat the destination AAL type 2 service endpoint
In addition to the specificationsin § 8.2, the following applies:

The Service Specific Information used for the connection depends on the presence of the Preferred SSCS Information
parameter and the Preferred SSCS I nformation parameter in the indication from the incoming protocol entity instance as
follows:

° If the Preferred SSCS Information parameter is not present, the Service Specific Information used for the
connection is based on the SSCS Information parameter indicated by the incoming protocol entity.
° If the Preferred SSCS Information parameter is present, the Service Specific Information used for the

connection is based on the Preferred SSCS Information parameter indicated by the incoming protocol entity
if present, otherwise the SSCS Information parameter (SSCS) shall be reflected.

If a Modify Support for SSCS Information parameter was received from the incoming protocol instance, the parameter
shall be passed to the incoming protocol entity instance when the nodal function acknowledges the successful AAL type
2 connection establishment.

C.3.2.  Service Specific Information Modification

If, during connection establishment, a Transfer Capability Support parameter was received by the destination AAL type
2 service endpoint and sent back to the originating AAL type 2 service endpoint, Service Specific Information
modification as specified in § 8.2 applies.

If, during connection establishment, a Transfer Capability Support parameter was not received but a Modify Support for
SSCS Information parameter was received by an AAL type 2 service endpoint, Service Specific Information
modification also follows the specificationsin § 8.2.

If, during connection establishment, neither a Transfer Capability Support parameter nor a Modify Support for SSCS
Information parameter was received by an AAL type 2 service endpoint, no Service Specific Information modification
ispossible.

NOTE — From the point of view of this recommendation it is regarded to be within the responsibility of the AAL type
2 served user to ensure consistency between Transfer Capability and SSCS Information parameters.
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Annex D
SDL Definition of the AAL type 2 Signalling Protocol

(This Annex forms an integral part of this Recommendation.)

The SDL definitions may contain more detail than the prose definition in clause 8 of the main body of this
Recommendation. Nevertheless, should there exist any technical difference between this Annex and clause 8, then the
definitions in clause 8 take precedence.

I Editor’s Note: This Annex will be incorporated into the document at alater time.
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APPENDIX |

Example message sequences

Figure I-1 illustrates the message sequences for a successful AAL type 2 connection establishment and its rel ease.

AAL type2
service endpoint

Allocate
OSAID =r

Memorize
DSAID =u

AAL type 2

Allocate

OSAID =u
Memorize
DSAID =

switch

Allocate
OSAID =s

Memorize
DSAID =t

AAL type 2 connection is established

AAL type2
Service endpoint

Allocate

OSAID =t
M emorize
SAID=s

Allocate

w Release
OSAID =t

Release

OSAID =s
T11104530-99

FIGURE 1-1/Q.2630.3
Example of successful AAL type 2 connection establishment and r elease message sequences

Signalling Association Identifiers (SAID) are treated in the following way:

1) Whenever a new link associated signalling relationship is created, a new protocol entity instance is created

and an OSAID is dlocated to it; this ID is then transported in the first message in the OSAID parameter. The



2)

3)

4)
5)

1.2
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DSAID in this message contains the value “unknown”, i.e. al octets are set to “0". (In the Figures, this is
indicated by “DSAID=0".)

Upon receipt of a message that has a DSAID field set to “unknown”, a new protocol entity instance is created
and an OSAID isalocated to it.

In the first message returned to the originator of the association, the OSAID of the sending protocol entity
instance is transported in the OSAID parameter. The DSAID field carries the previously received OSAID of
the originator of the association.

In all subsequent messages, the DSAID field carries the previously received OSAID of the destination entity.

If the first message returned to the originator of the association is also the last one for this link associated
signalling relationship (see Figure 1.2/Q.2630.3 or 1.3/Q.2630.3), no OSAID parameter is carried in the
message. The DSAID field carries the previoudly received OSAID of the originator of the association.

Unsuccessful establishment

Figure 1.2 illustrates the message sequences for an unsuccessful AAL type 2 connection establishment.

AAL type 2 AAL type?2 AAL type2
service endpoint switch service endpoint
Allocate
OSAID =r ; ERQ(DSA,D:O Os
’ A/D=r Allocate
) OSAID =s Allocate
OSAID =t
Allocate E Memorize
OSAID = u RQ(Dsap DSAID = s
Memorize
DSAID =r

Release

OSAID =r

FIGURE 1-2/Q.2630.3
Example of a message sequence for an unsuccessful AAL type 2 connection establishment

Release
OSAID =t

T11104540-99
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1.3 Management message sequences
Figure I-3 illustrates the message sequences for a management operation. Management operations include:
o reset procedures,
o blocking procedures;
o unblocking procedures.
AAL type2 AAL type?2
node node
Allocate
OSAID =s
RES(Ds Memorize
AlD<
’D~O,OSA,D:S ) DSAID = s
A\D:S,--)
RrSC(DS
Release
OSAID =s
T11104550-99

FIGURE 1-3/Q.2630.3
Example of a message sequence for a management oper ation

NOTE — Message sequences for blocking or unblocking are the same as for reset except that instead of “RES’ and
“RSC":

for blocking, the messages “BLO” and “BLC” are used respectively; and
o for unblocking, the messages “UBL” and “UBC” are used respectively.

1.4 Release crossover/release collision

Figure I-4 illustrates the message sequences for release collision on an AAL type 2 connection release.
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AAL type2 AAL type?2
node node
Allocate Allocate
OSAID = OSAID =u
Memorize Memorize
DSAID = u DSAID =r

AAL type 2 connection is established

REL(DsAIp-<, )

Release

OSAID = r/<

Release
OSAID =u

T11104560-99

FIGURE 1-4/Q.2630.3
Example of a message sequence for arelease collision on an AAL type 2 connection

1.5 Resource contention

Figure I-5 illustrates the message sequences for a resource contention on an AAL type 2 connection establishment.



AAL type?2

node A

Allocate
OSAID =

Release
OSAID =

v

Example of a message sequence for a resour ce contention on two AAL type 2 connections

ERQ(DSA ID

(DSAID

=0.0s4/p

:\’,..)

- 120 -

Allocate
OSAID =u
Memorize
DSAID =r
Allocate
OSAID =w
M emorize
DSAID = v,
Release
OSAID = w,

Release
OSAID =u

ERQ(DSAID=0,0SAID=s,CID=n,...)

ERQ(DSAID=0,0SAID=v,CID=n,...)

Release
OSAID =s

FIGURE 1-5/Q.2630.3
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AAL type?2 AAL type?2
switch B node C
Allocate
OSAID =s
=r,..) Allocate
OSAID = v

Allocate
OSAID =t
Memorize
DSAID =s

Release
OSAID =t

Release
OSAID = v

T11104570-99

NOTE — The resource contention is shown for a CID value “n” that is attempting to be assigned to two new AAL type

2 connections.
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|.6. Successful modification

Figure 1-6/Q.2630.3 illustrates the message sequences for a successful resource modification of an established AAL
type 2 connection.

AAL type 2 AAL type 2 AAL type 2
Service End Point Switch Service End Point
Allocate Allocate Allocate é Allocate
OSAID = OSAID =u OSAID =s OSAID =t
Memorize Memorize Memorize Memorize
DSAID =u DSAID =r DSAID =t DSAID=s

1.7.

Unsuccessful modification

AAL type 2 connect

Figure 1-5/Q.2630.3
Example of a message sequence for a successful resource modification of an established AAL type 2 connection

ion is established

Figure 1-7/Q.2630.3 illustrates the message sequences for an unsuccessful resource modification of an established AAL
type 2 connection.

AAL type 2
Service End Point

Allocate

OSAID =r
Memorize
DSAID = u

AAL type 2
Switch

Allocate
OSAID =u
Memorize
DSAID =r

Allocate
OSAID=s
Memorize
DSAID =t

OD(DsAp~

M
N)

AAL type 2 connect

Figure 1-6/Q.2630.3
Example of a message sequencefor an unsuccessful resource modification of an established AAL type 2 connection

ion is established

AAL type 2
Service End Point

o

Allocate
OSAID =t
Memorize

DSAID =s
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[.8. Modification Collision

Figure 1-8/Q.2630.3 illustrates the message sequences for a resource modification collision of an established AAL type
2 connection.

AAL type 2 AAL type 2
Node Node
Allocate J) Allocate
OSAID =r OSAID =u
Memorize Memorize
DSAID =u DSAID =r

AAL type 2 connection is established

MOD(pg, iD=y,

\ODESAD=")

Figure 1-7/Q.2630.3
Example of a message sequence for a resour ce modification collision of an established AAL type 2 connection
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APPENDIX I
Conversion of CS1 or CS2 (Preferred) Link Characteristics to (Preferred) Transfer
Capability parameters
(This Appendix does not form an integral part of this Recommendation)

The purpose of this Appendix is to give guidance to implementers how to capture the problem of interworking of CS1
and CS2 Link Characteristics parametersinto CS3 Transfer Capability parameters.

NOTE — In this Appendix the terms “Transfer Capability” and “Preferred Transfer Capability” and the abbreviations
“TC” and “PTC” do not distinguish between the different types of Transfer Capahilities, i.e. Fixed Bandwidth, Variable
Bandwidth Stringent, Variable Bandwidth Tolerant.

.1 Guidelines and Definitions

Appendix |1 providesrules for conversions from L C-type to TC-type parameters. In some cases explicit expressions are
defined that allow computing the outgoing parameter values based on incoming parameter values. These expressions
should be understood as formal in the sense that

they do not request by themselves the existence of certain parameters neither incoming nor outgoing,
they do not overrule constraints of any type that are defined within this protocol specification.
For the purpose of this section the following shorthand notation shall be used (Tables 11-1/Q.2630.3 to 11-4/Q.2630.3)

Table 11-1/Q.2630.3
L C parameter fields

A = maximum CPS-SDU hit rate in the forward direction
B = average CPS-SDU hit rate in the forward direction

C = maximum CPS-SDU bhit rate in the backward direction
D = average CPS-SDU hit rate in the backward direction
E = maximum CPS-SDU size in the forward direction

F = average CPS-SDU size in the forward direction

G = maximum CPS-SDU size in the backward direction

H = average CPS-SDU size in the backward direction

Table 11-2/Q.2630.3
TC parameter fields

U = peak CPS hit rate in the forward direction

V = sustainable CPS bit rate in the forward direction

W = peak CPS bit rate in the backward direction

X = sustainable CPS bit rate in the backward direction

Y = maximum allowed CPS packet size in the forward direction
Z = maximum allowed CPS packet size in the backward direction
STT = sourcetraffic type
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Table 11-3/Q.2630.3
PLC parameter fields

a= maximum CPS-SDU bit rate in the forward direction
b = average CPS-SDU hit rate in the forward direction

¢ = maximum CPS-SDU bit rate in the backward direction
d = average CPS-SDU bhit rate in the backward direction

e = maximum CPS-SDU size in the forward direction

f = average CPS-SDU size in the forward direction

g = maximum CPS-SDU size in the backward direction

h = average CPS-SDU size in the backward direction

Table11-4/Q.2630.3
PTC parameter fields

u = peak CPS bit rate in the forward direction

v = sustainable CPS bit rate in the forward direction

w = peak CPS hit rate in the backward direction

X = sustainable CPS hit rate in the backward direction

y = maximum allowed CPS packet size in the forward direction
z = maximum allowed CPS packet size in the backward direction
stt = source traffic type

CPHL shall denote the length of the CPS packet header (see ITU-T recommendation 1.363.21") in octet.
For any real number X, [X] is defined as the smallest integer greater or equal to x.
MAX (x1, ..., xn) determines the maximum, MIN (x1, ..., xn) the minimum of the values x1, ..., xn.

Bit rates are measured in bit per second (“bit/s’), sizes, e.g. of data structures, in octet.
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1.2 Bit Rates

The conversion from LC-type to TC-type bit rates requires to estimate the rate that will be caused by the CPS packet
header overhead of length CPHL. This estimate is given in Table 11-5/Q.2630.3. The values are “normalized” to
multiples of 64 bit/s.

Table 11-5/Q.2630.3
CPS packet header overhead rates

Definition M eaning

HBA := [(CPHL*A)/ (64*F)] * 64 Estimate of the CPHL bit rate for the Peak CPS bit rate in the forward
direction for given LC

HBa:= [(CPHL*a) / (64*f)] * 64 Estimate of the CPHL bit rate for the Peak CPS bit rate in the forward
direction for given PLC

HBB := [(CPHL*B)/ (64*F)] * 64 Estimate of the CPHL bit rate for the Sustainable CPS bit rate in the forward
direction for given LC

HBb := [(CPHL*b) / (64*f)] * 64 Estimate of the CPHL bit rate for the Sustainable CPS bit rate in the forward
direction for given PLC

HBC := [(CPHL*C)/ (64*H)] * 64 Estimate of the CPHL bit rate for the Peak CPS bit rate in the backward

direction for given LC

HBc := [(CPHL*c) / (64*h)] * 64 Estimate of the CPHL bit rate for the Peak CPS bit rate in the backward
direction for given PLC

HBD := [(CPHL*D) /( 64*H)] * 64 Estimate of the CPHL bit rate for the Sustainable CPS bit rate in the backward
direction for given LC

HBd := [(CPHL*d) / (64*h)] * 64 Estimate of the CPHL bit rate for the Sustainable CPS bit rate in the backward
direction for given PLC

NOTE 1- If adenominator turns out to be zero in any of the expressions above, the result of the expression shall be set

equal to zero.
NOTE 2 — If afactor does not exist in any of the expressions above the result of the expression shall be set equal to
zero.

NOTE 3 — The definitionsin this table are formal. Whether or not a certain expression is required, is determined by the
protocol specification.

Table 11-6/Q.2630.3 defines the interworking of LC bit rates (AAL type 2) to TC CPS bit rates

Table 11-6/Q.2630.3
TC CPSbit ratesdetermined from LC

TC parameter field Value

U A + HBA
Y B + HBB
W C+HBC
X D + HBD

NOTE 1 — Whether or not a certain field is required is determined
by the protocol specification.

NOTE 2 — Whether or not a certain value is meaningful and valid
is determined by the protocol specification.

Table 11-7/Q.2630.3 defines the interworking of PLC bit rates (AAL type 2) to PTC CPS bit rates
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Tablel1-7/Q.2630.3
PTC bit ratesdetermined from PLC

PTC parameter field Value

u a+ HBa
v b+ HBb
w c+HBc
X d+ HBd

NOTE 1 —Whether or not a certain field is required is determined
by the protocol specification.

NOTE 2 — Whether or not a certain value is meaningful and valid
is determined by the protocol specification.

1.3 Maximum allowed packet sizes

Table 11-8/Q.2630.3 defines the derivation of TC and PTC maximum allowed packet sizes from LC and PLC CPS-SDU
Sizes.

Table 11-8/Q.2630.3
Determination of maximum allowed packet sizes

TC/PTC SDU size subfields Value

Y CPHL + E
Z CPHL + G
y CPHL +e
z CPHL +g

NOTE 1 — Whether or not a certain field isrequired is
determined by the protocol specification.

NOTE 2 — Whether or not a certain value is meaningful and valid
is determined by the protocol specification.

1.4 Token bucket sizes

The CS3 node receiving LC without TC in an initial ERQ shall set the token bucket sizes to the allowed maximum
values. The alowed maximum value is the minimum out of the maximum defined by the protocol and the maximum
defined within the network.

NOTE — If modification is possible, an appropriate adjustment of the token bucket sizes controlled by the Served User
may be initiated from a CS3 service endpoint with a subsequent MOD message.

Token bucket sizes shall not be affected by received MOD messages with LC but without TC parameter.

1.5 Determination of the TC class

1.378!*% defines three AAL Type 2 transfer capability classes: Fixed Bandwidth, Variable Bandwidth Stringent, and
Variable Bandwidth Tolerant Transfer Capability.

A CS3 node receiving LC without TC in an initial ERQ has to determine the AAL Type 2 Transfer Capability class to
be used by CS3 nodes.

If all subseguent conditions
B

A
C=D
E=F

G=H
MSLC not set

are satisfied, the Fixed Bandwidth Transfer Capability shall be selected. If at least one of the conditions C1), ..., C5) is
not fulfilled the Variable Bandwidth Stringent or Variable Bandwidth Tolerant Transfer Capability shall be applied. If
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not otherwise indicated by administrative settings in the CS3 node (possibly in dependence from a received Path Type
parameter), Variable Bandwidth Stringent Transfer Capability shall be selected.

1.6 Source Traffic Type

A CS3 node, which receives LC (and possibly PLC) without TC (and PTC) in an initiad ERQ and which selects the
Variable Bandwidth Stringent Transfer Capability, shall set the Source Traffic Type parameters in TC (and possibly
PTC) asfollows:

STT = STT unknown
stt= STT unknown

NOTE 1 - If the received signalling information or network configuration knowledge indicate that other valid source
traffic type values are more suitable, then the STT and stt parameters may be set to values other than “unknown”.

NOTE 2 — If modification is possible, an appropriate adjustment of the source traffic type controlled by the Served User
may be initiated from a CS3 service endpoint with a subsequent MOD message.

Source traffic types shall not be affected by received MOD messages with LC but without TC parameter.
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APPENDIX 1
Interworking Examples

(This Appendix does not form an integral part of this Recommendation)

This Appendix illustrates the mechanism for connection resource allocation in a network where the CS1 and CS2 nodes
allocate connection resources based on link characteristics. The mechanisms where CS1 and CS2 nodes allocate con-
nection resources based on SSCS information are similar.

This Appendix assumes the behavior of CS3 nodes according to Annex C.

I.1.

Symbols and Abbreviations

The diagrams are showing the exchange of ERQ / ECF messages (originating at left) and the exchange of
MOD / MOA messages (also originating at |eft). Only parameters relevant to connection resource reservation
and allocation are shown.

a)

The 1% column shows the name of the relevant parameters. On the Establish Confirm (ECF)
message, the term Alloc'n is not a parameter of the message but an indication which parameter is
used to make the actua resource all ocation.

On the Modify Request (MOD) message, LC,4 indicates the actually allocated resources in CS2
and CS1 nodes, LC,, the new LC that the modification attempts to allocate. Similarly, TCyq
indicates the actually allocated resources in CS3 nodes, TC.y the new TC that the modification
attempts to alocate.

The 2™ column shows the name of the message.

The 3" column indicates the parameters of the primitive from (%) or to (%) the originating served
user.

The 4™ to the 13" columns show the AAL type 2 nodes where in the top cell the capability set of
the node isindicated. The indicationsin the other cells are explained below.

The 14" column indicates the parameters of the primitive to (=) or from (<) the destination
served user.

In columns 4 to 13, the indications in a row of a parameter or an actualy allocated resource have the
following meaning:

Parameter not present or actua resource allocation not done with this parameter.

Parameter passed becauseit is not relevant or due to the compatibility instructions.

Parameter passed according to specificationsin I TU-T Recommendations Q.2630.1™ or Q.2630.21*°,
Parameter passed according to instructionsin § 8.2.

Parameter processed.

This parameter is used to perform the alocation of resources.

These parameters are used to reserve resources according to the ,, most demanding” requirements.
Parameter inserted by the AAL type 2 node.

Parameter discarded by the AAL type 2 node due to compatibility instructions.

Parameter discarded by the AAL type 2 node due interworking specifications instructions (see
Annex C).
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[l.2. Connection Establishment
I1.2.1. All CS3 nodes

This subclause illustrates AAL type 2 connection establishment where the originating and the destination AAL type 2
service endpoints aswell asall AAL type 2 switches reside in a part of the network consisting of CS3.

The parameters transported in the Establish Request (ERQ) and Establish Confirm (ECF) messages and the effects on
the connection resource alocation mechanisms are illustrated in Figure 111.1/Q.2630.3.

CS3a | CS3b | CS3c | CS3d | CS3e | CS3f | CS3g | CS3h | CS3i

LC
PLC

TC
PTC

MSLC
TCS

LC
PLC

TC
PTC

MSLC
TCS

A 0
A 0

Qxm
EE|EE|EE

Py
Py
Py
Py
Py
>
LHILBL (VY

mom
>
>
>
>
>
>
>
>

il id

FigureI11.1/Q.2630.3
All CS3 nodesin the AAL type 2 connection

In the ESTABLISH.request primitive, the nodal function receives from the AAL type 2 served user the following
parameters relevant to interworking and connection resource allocation:

o the Transfer Capability,

the Preferred Transfer Capability,

the Transfer Capability Support,

the Link Characteristics,

the Preferred Link Characteristics, and

the Modify Support for Link Characteristics.

Nodes CS3a, CS3b, CS3c, CS3d, CS3e, CS3f, CS3g, and CS3h reserve connection resources reflecting the more
“demanding” of the parameters Transfer Capability (TC) and Preferred Transfer Capability (PTC).

Node CS3i alocates connection resources reflecting the Preferred Transfer Capability (PTC) parameter; this decision is
based on the presence of the Preferred Transfer Capability (PTC) parameter. The parameters Transfer Capability (TC),
Preferred Transfer Capability (PTC), Link Characteristics (LC), Preferred Link Characteristics (PLC), Modify Support
for Link Characteristics (MSLC), and Transfer Capability Support (TCS) are passed to the AAL type 2 served user,
which interprets the last parameter to indicate that the AAL type 2 connection passes only through CS3 nodes and that,
therefore, the full functionality of this Recommendation is available.

The parameters Modify Support for Link Characteristics (MSLC) and Transfer Capability Support (TCS) are inserted
into the Establish Confirm (ECF) message.

Nodes CS3h, CS3g, CS3f, CS3e, CS3d, CS3c, CS3b, and CS3a alocate connection resources reflecting the Preferred
Transfer Capability (PTC) parameter that was passed previoudly in the Establish Request (ERQ) message or received
from the AAL type 2 served user; this decision is based on the presence of the Modify Support for Link Characteristics
(MSLC) parameter in the Establish Confirm (ECF) message.

Node CS3a includes the Modify Support for Link Characteristics (MSLC) and Transfer Capability Support (TCS)
parametersin the ESTABLISH.confirm primitive to the AAL type 2 served user, which interprets the latter parameter to
indicate that the AAL type 2 connection passes only through CS3 nodes and that, therefore, the full functionality of this
Recommendation is available.
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I1.2.2. From CS3 via CS2/CS1 nodes to CS3

This subclause illustrates AAL type 2 connection establishment where the originating and the destination AAL type 2
service endpoints reside in a part of the network consisting of CS3 nodes and where the AAL type 2 connection passes
through a part of the network consisting of CS2 and/or CS1 nodes.

[11.2.2.1. No CS1 nodesin the AAL type 2 connection

The parameters transported in the Establish Request (ERQ) and Establish Confirm (ECF) messages and the effects on
the connection resource allocation mechanisms areillustrated in Figure 111.2/Q.2630.3.
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Figure I11.2/Q.2630.3
No CS1 nodesin the AAL type 2 connection in the“ From CS3 via CS2/CS1 nodesto CS3” scenario

In the ESTABLISH.request primitive, the nodal function receives from the AAL type 2 served user the following
parameters relevant to interworking and connection resource alocation:

° the Transfer Capability,

the Preferred Transfer Capability,

the Transfer Capability Support,

the Link Characteristics,

the Preferred Link Characteristics, and

the Modify Support for Link Characteristics.

Nodes CS3a and CS3b reserve connection resources reflecting the more “demanding” of the parameters Transfer
Capability (TC) and Preferred Transfer Capability (PTC).

At node CS2c, the Transfer Capability Support (TCS) parameter is discarded (compatibility instructions); the AAL type
2 served users at both AAL type 2 service endpoints realize that the connection does not pass through CS3 nodes
entirely.

Nodes CS2c, CS2d, CS2e, CS2f, and CS2g reserve connection resources reflecting the more “demanding” of the
parameters Link Characteristics (LC) and Preferred Link Characteristics (PLC).

Node CS3h reserves connection resources reflecting the more “demanding” of the parameters Transfer Capability (TC)
and Preferred Transfer Capability (PTC).

Node CS3i allocates connection resources reflecting the Preferred Transfer Capability (PTC) parameter; this decision is
based on the presence of the Preferred Transfer Capability (PTC) parameter. The parameters Transfer Capability (TC),
Preferred Transfer Capability (PTC), Link Characteristics (LC), Preferred Link Characteristics (PLC), and Modify
Support for Link Characteristics (MSLC) are passed to the AAL type 2 served user. The absence of the Transfer
Capability Support (TCS) parameter indicates that the AAL type 2 connection does not pass through CS3 nodes
entirely. The Modify Support for Link Characteristics (MSLC) parameter is inserted into the Establish Confirm (ECF)
message.

Node CS3h allocates connection resources reflecting the Preferred Transfer Capability (PTC) parameter that was passed
previously present in the Establish Request (ERQ) message; this decision is based on the presence of the Modify
Support for Link Characteristics (MSLC) parameter in the Establish Confirm (ECF) message.
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Nodes CS2g, CS2f, CS2e, CS2d, and CS2c allocate connection resources reflecting the Preferred Link Characteristics
(PLC) parameter that was passed previously present in the Establish Request (ERQ) message; this decision is based on
the presence of the Modify Support for Link Characteristics (MSLC) parameter in the Establish Confirm (ECF)

message.

Nodes CS3b and CS3a allocate connection resources reflecting the Preferred Transfer Capability (PTC) that was passed
previously present in the Establish Request (ERQ) message or received from the AAL type 2 served user; this decision
is based on the presence of the Modify Support for Link Characteristics (MSLC) parameter in the Establish Confirm

(ECF) message.

Node CS3a includes the Modify Support for Link Characteristics (MSLC) parameter in the ESTABLISH.confirm
primitive to the AAL type 2 served user.

[11.2.2.2. At least one CS1 nodesinthe AAL type 2 connection

The parameters transported in the Establish Request (ERQ) and Establish Confirm (ECF) messages and the effects on
the connection resource allocation mechanisms areillustrated in Figure 111.3/Q.2630.3.
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Figure I11.3/Q.2630.3
At least one CS1 nodesin the AAL type 2 connection in the“From CS3 via CS2/CS1 nodesto CS3” scenario

In the ESTABLISH.request primitive, the nodal function receives from the AAL type 2 served user the following
parameters relevant to interworking and connection resource alocation:

the Transfer Capability,

the Preferred Transfer Capability,

the Transfer Capability Support,

the Link Characteristics,

the Preferred Link Characteristics, and

the Modify Support for Link Characteristics.

Nodes CS3a and CS3b reserve connection resources reflecting the more “demanding” of the parameters Transfer
Capability (TC) and Preferred Transfer Capability (PTC).

At node CS2c, the Transfer Capability Support (TCS) parameter is discarded (compatibility instructions); the AAL type
2 served users at both AAL type 2 service endpoints realize that the connection does not pass through CS3 nodes
entirely.

Nodes CS2c and CS2d reserve connection resources reflecting the more “demanding” of the parameters Link Characte-
ristics (LC) and Preferred Link Characteristics (PLC).

At node CSle, the parameters Preferred Link Characteristics (PLC) and Modify Support for Link Characteristics
(MSLC) are discarded (compatibility instructions). Connection resources reflecting the Link Characteristics (LC) are
allocated.

Nodes CS2f and CS2g alocate connection resources reflecting the Link Characteristics (LC); the Preferred Link
Characteristics (PLC) parameter is no longer present in the Establish Request (ERQ) message.
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At node CS3h it is detected that although no Preferred Link Characteristics (PLC) parameter is present, a Preferred
Transfer Capability (PTC) parameter is; this parameter is discarded due to interworking definitions (see Annex C)
before the Establish Request (ERQ) message is interpreted by the nodal function. Connection resources reflecting the
Transfer Capability (TC) are allocated.

At node CS3i, connection resources reflecting the Transfer Capability (TC) are alocated. The parameters Transfer
Capability (TC) and Link Characteristics (LC) are passed to the AAL type 2 served user. The absence of the Transfer
Capability Support (TCS) parameter indicates that the AAL type 2 connection does not pass through CS3 nodes
entirely. No parameters are inserted into the Establish Confirm (ECF) message.

At nodes CS3h, CS2g, CS2f, and CSle, no action except passing the Establish Confirm (ECF) message is performed.

Nodes CS2d and CS2c allocate connection resources reflecting the Link Characteristics (L C) that was passed previously
present in the Establish Request (ERQ) message; this decision is based on the absence of the Modify Support for Link
Characteristics (MSLC) parameter in the Establish Confirm (ECF) message.

Nodes CS3b and CS3a allocate connection resources reflecting the Transfer Capability (TC) that was passed previously
present in the Establish Request (ERQ) message or received from the AAL type 2 served user; this decision is based on
the absence of the Modify Support for Link Characteristics (MSLC) parameter in the Establish Confirm (ECF) message.

Node CS3aincludes no parametersin the ESTABLISH.confirm primitive to the AAL type 2 served user.

l11.2.3. From a CS3 service endpoint to a CS2/CS1 service endpoint

This subclause illustrates AAL type 2 connection establishment where the originating AAL type 2 service endpoint
resides in a part of the network consisting of CS3 nodes and where the destination AAL type 2 service endpoint resides
in apart of the network consisting of CS2 and/or CS1 nodes.

[11.2.3.1. No CS1 nodesin the AAL type 2 connection

The parameters transported in the Establish Request (ERQ) and Establish Confirm (ECF) messages and the effects on
the connection resource allocation mechanisms areillustrated in Figure 11.4/Q.2630.3.
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Figure 111.4/Q.2630.3
No CS1 nodesin the AAL type 2 connection in the“From CS3to CS2/CS1” scenario

In the ESTABLISH.request primitive, the nodal function receives from the AAL type 2 served user the following
parameters relevant to interworking and connection resource alocation:

° the Transfer Capability,

the Preferred Transfer Capability,

the Transfer Capability Support,

the Link Characteristics,

the Preferred Link Characteristics, and

the Modify Support for Link Characteristics.

Nodes CS3a, CS3b, CS3c, and CS3d reserve connection resources reflecting the more “demanding” of the parameters
Transfer Capability (TC) and Preferred Transfer Capability (PTC).
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At node CS2e, the Transfer Capability Support (TCS) parameter is discarded (compatibility instructions).

Nodes CS2e, CS2f, CS2g, and CS2h reserve connection resources reflecting the more “demanding” of the parameters
Link Characteristics (LC) and Preferred Link Characteristics (PLC).

Node CS2i allocates connection resources reflecting the Preferred Link Characteristics (PLC) parameter; this decision is
based on the presence of the Modify Support for Link Characteristics (MSLC) parameter. The parameters Transfer
Capability (TC) and Preferred Transfer Capability (PTC) are discarded. The parameters Link Characteristics (LC),
Preferred Link Characteristics (PLC), and Modify Support for Link Characteristics (MSLC) are passed to the AAL type
2 served user. The Modify Support for Link Characteristics (MSLC) parameter is inserted into the Establish Confirm
(ECF) message.

Nodes CS2h, CS2g, CS2f, and CS2e allocate connection resources reflecting the Preferred Link Characteristics (PLC)
parameter that was passed previously present in the Establish Request (ERQ) message; this decision is based on the
presence of the Modify Support for Link Characteristics (MSLC) parameter in the Establish Confirm (ECF) message.

Nodes CS3d, CS3c, CS3b, and CS3a alocate connection resources reflecting the Preferred Transfer Capability (PTC)
that was passed previously present in the Establish Request (ERQ) message or received from the AAL type 2 served
user; this decision is based on the presence of the Modify Support for Link Characteristics (MSLC) parameter in the
Establish Confirm (ECF) message.

Node CS3a includes the Modify Support for Link Characteristics (MSLC) parameter in the ESTABLISH.confirm
primitive to the AAL type 2 served user. The absence of the Transfer Capability Support (TCS) parameter indicates that
the AAL type 2 connection does not pass through CS3 nodes entirely.

[11.2.3.2. At least one CS1 nodesinthe AAL type 2 connection

The parameters transported in the Establish Request (ERQ) and Establish Confirm (ECF) messages and the effects on
the connection resource allocation mechanisms areillustrated in Figure 111.5/Q.2630.3.
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Figure I11.5/Q.2630.3
At least one CS1 nodesin the AAL type 2 connection in the“From CS3 to CS2/CS1” scenario

In the ESTABLISH.request primitive, the nodal function receives from the AAL type 2 served user the following
parameters relevant to interworking and connection resource alocation:

the Transfer Capability,

the Preferred Transfer Capability,

the Transfer Capability Support,

the Link Characteristics,

the Preferred Link Characteristics, and

the Modify Support for Link Characteristics.

Nodes CS3a, CS3b, CS3c, and CS3d reserve connection resources reflecting the more “demanding” of the parameters
Transfer Capability (TC) and Preferred Transfer Capability (PTC).

At node CS2e, the Transfer Capability Support (TCS) parameter is discarded (compatibility instructions).
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Nodes CS2e and CS2f reserve connection resources reflecting the more “demanding” of the parameters Link
Characteristics (LC) and Preferred Link Characteristics (PLC).

At node CSlg, the parameters Preferred Link Characteristics (PLC) and Modify Support for Link Characteristics
(MSLC) are discarded (compatibility instructions). Connection resources reflecting the Link Characteristics (LC) are
allocated.

Node CS2h allocates connection resources reflecting the Link Characteristics (LC); the Preferred Link Characteristics
(PLC) parameter is no longer present in the Establish Request (ERQ) message.

At node CS2i, connection resources reflecting the Link Characteristics (LC) are allocated; the Preferred Link
Characteristics (PLC) parameter is no longer present in the Establish Request (ERQ) message. The parameters Transfer
Capability (TC) and Preferred Transfer Capability (PTC) are discarded. The Link Characteristics (LC) parameter is
passed to the AAL type 2 served user. No parameters are inserted into the Establish Confirm (ECF) message.

At nodes CS2h and CS1g, no action except passing the Establish Confirm (ECF) message is performed.

Nodes CS2f and CS2e all ocate connection resources reflecting the Link Characteristics (LC) that was passed previously
present in the Establish Request (ERQ) message; this decision is based on the absence of the Modify Support for Link
Characteristics (MSLC) parameter in the Establish Confirm (ECF) message.

Nodes CS3d, CS3c, CS3b, and CS3a alocate connection resources reflecting the Transfer Capability (TC) that was
passed previously present in the Establish Request (ERQ) message or received from the AAL type 2 served user; this
decision is based on the absence of the Modify Support for Link Characteristics (MSLC) parameter in the Establish
Confirm (ECF) message.

Node CS3a includes no parameters in the ESTABLISH.confirm primitive to the AAL type 2 served user. The absence
of the Transfer Capability Support (TCS) parameter indicates that the AAL type 2 connection does not pass through
CS3 nodes entirely.

l11.2.4.  From a CS2/CS1 service endpoint to a CS3 service endpoint

This subclause illustrates AAL type 2 connection establishment where the originating AAL type 2 service endpoint
resides in a part of the network consisting of CS2 and/or CS1 nodes and where the destination AAL type 2 service end-
point resides in a part of the network consisting of CS3 and nodes.

[11.2.4.1. No CS1 nodesinthe AAL type 2 connection

The parameters transported in the Establish Request (ERQ) and Establish Confirm (ECF) messages and the effects on
the connection resource alocation mechanisms areillustrated in Figure 111.6/Q.2630.3.
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Figure I11.6/Q.2630.3
No CS1 nodesin the AAL type 2 connection in the“From CS2/CS1to CS3” scenario
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In the ESTABLISH.request primitive, the nodal function receives from the AAL type 2 served user the following
parameters relevant to interworking and connection resource alocation:

i the Link Characteristics,
i the Preferred Link Characteristics, and
° the Modify Support for Link Characteristics.

Nodes CS2a, CS2b, CS2c, CS2d, and CS2e reserve connection resources reflecting the more “demanding” of the
parameters Link Characteristics (LC) and Preferred Link Characteristics (PLC).

At node CS3f, the Transfer Capability (TC) parameter is not present, hence, the nodal function prepares a Transfer
Capability (TC) parameter corresponding to the Link Characteristics (LC) parameter. In addition, the Preferred Link
Characteristics (PLC) parameter is present also, hence, the noda function prepares a Preferred Transfer Capability
(PTC) parameter corresponding to the Preferred Link Characteristics (PLC) as well. Node CS3f then reserves
connection resources reflecting the more “demanding” of the parameters Transfer Capability (TC) and Preferred
Transfer Capability (PTC).

Nodes CS3g and CS3h reserve connection resources reflecting the more “demanding” of the parameters Transfer
Capability (TC) and Preferred Transfer Capability (PTC).

Node CS3i allocates connection resources reflecting the Preferred Transfer Capability (PTC) parameter; this decision is
based on the presence of the Preferred Transfer Capability (PTC) parameter. The parameters Transfer Capability (TC),
Preferred Transfer Capability (PTC), Link Characteristics (LC), Preferred Link Characteristics (PLC), and Modify
Support for Link Characteristics (MSLC) are passed to the AAL type 2 served user. The absence of the Transfer
Capability Support (TCS) parameter indicates that the AAL type 2 connection does not pass through CS3 nodes
entirely. The Modify Support for Link Characteristics (MSLC) parameter is inserted into the Establish Confirm (ECF)
message.

Nodes CS3h, CS3g, and CS3f alocate connection resources reflecting the Preferred Transfer Capability (PTC)
parameter that was passed previously present in the Establish Request (ERQ) message; this decision is based on the
presence of the Modify Support for Link Characteristics (MSLC) parameter in the Establish Confirm (ECF) message.

Nodes CS2e, CS2d, CS2c, CS2b, and CS2a alocate connection resources reflecting the Preferred Link Characteristics
(PLC) parameter that was passed previously present in the Establish Request (ERQ) message or received from the AAL
type 2 served user; this decision is based on the presence of the Modify Support for Link Characteristics (MSLC)
parameter in the Establish Confirm (ECF) message.

Node CS2a includes the Modify Support for Link Characteristics (MSLC) parameter in the ESTABLISH.confirm
primitive to the AAL type 2 served user.

[11.2.4.2. At least one CS1 nodesinthe AAL type 2 connection

The parameters transported in the Establish Request (ERQ) and Establish Confirm (ECF) messages and the effects on
the connection resource allocation mechanisms areillustrated in Figure 111.7/Q.2630.3.
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FigureI11.7/Q.2630.3
At least one CS1 nodesin the AAL type 2 connection in the“From CS2/CS1to CS3” scenario
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In the ESTABLISH.request primitive, the nodal function receives from the AAL type 2 served user the following
parameters relevant to interworking and connection resource alocation:

i the Link Characteristics,
i the Preferred Link Characteristics, and
° the Modify Support for Link Characteristics.

Nodes CS2a and CS2b reserve connection resources reflecting the more “demanding” of the parameters Link
Characteristics (LC) and Preferred Link Characteristics (PLC).

At node CSlc, the parameters Preferred Link Characteristics (PLC) and Modify Support for Link Characteristics
(MSLC) are discarded (compatibility instructions). Connection resources reflecting the Link Characteristics (LC) are
allocated.

Nodes CS2d and CS2e allocate connection resources reflecting the Link Characteristics (LC); the Preferred Link
Characteristics (PLC) parameter is no longer present in the Establish Request (ERQ) message.

At node CS3f, the Transfer Capability (TC) parameter is not present, hence, the nodal function prepares a Transfer
Capability (TC) parameter corresponding to the Link Characteristics (LC) parameter. The Preferred Link Characteristics
(PLC) parameter is not present, hence, no Preferred Transfer Capability (PTC) parameter needs to be prepared. Node
CS3f then allocates connection resources reflecting the Transfer Capability (TC) parameter.

Nodes CS3g and CS3h alocate connection resources reflecting the Transfer Capability (TC) parameter.

Node CS3i allocates connection resources reflecting the Transfer Capability (TC) parameter. The parameters Transfer
Capability (TC) and Link Characteristics (LC) are passed to the AAL type 2 served user. The absence of the Transfer
Capability Support (TCS) parameter indicates that the AAL type 2 connection does not pass through CS3 nodes
entirely. No parameters are inserted into the Establish Confirm (ECF) message.

At nodes CS3h, CS3g, CS3f, CS2e, CS2d and CSlc, no action except passing the Establish Confirm (ECF) message is
performed.

Nodes CS2b and CS2a all ocate connection resources reflecting the Link Characteristics (LC) parameter that was passed
previously present in the Establish Request (ERQ) message or received from the AAL type 2 served user; this decision
is based on the absence of the Modify Support for Link Characteristics (MSLC) parameter in the Establish Confirm

(ECF) message.
Node CS2aincludes no parametersin the ESTABLISH.confirm primitive to the AAL type 2 served user.

[1.3. Connection Resource Modification
111.3.1. All CS3 nodes

This subclause illustrates AAL type 2 connection resource modifications where the originating and the destination AAL
type 2 service endpoints as well asall AAL type 2 switchesresidein a part of the network consisting of CS3.

The availability of the full functionality specified in this Recommendation (capability set 3) was asserted by the receipt
of the Transfer Capability Support (TCS) parameter by both service endpoints at connection establishment (see 8
[11.2.1). There exists no need to transmit parameters used only for interworking.
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The parameters transported in the Modify Request (MOD) and Modify Acknowledge (MOA) messages and the effects
on the connection resource allocation mechanisms areillustrated in Figure 111.8/Q.2630.3.
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Figure I11.8/Q.2630.3
AAL type 2 connection resour ce modification in the* All CS3" scenario

In the MODIFY .request primitive, the nodal function receives from the AAL type 2 served user the Transfer Capability
(TC) parameter.

Nodes CS3a, CS3b, CS3c, CS3d, CS3e, CS3f, CS3g, and CS3h reserve connection resources reflecting the more
“demanding” of the currently allocated connection resources (T C,4) and the Transfer Capability (T C,ey)parameter.

Node CS3i allocates connection resources reflecting the Transfer Capability (TC,qy) parameter. The Transfer Capability
(TChew) parameter is passed to the AAL type 2 served user.

Nodes CS3h, CS3g, CS3f, CS3e, CS3d, CS3c, CS3b, and CS3a allocate connection resources reflecting the new
Transfer Capability (TCq,) parameter that was passed previoudly present in the Modify Request (MOD) message or
received from the AAL type 2 served user; this decision is based on the nature of the message, i.e., Modification
Acknowledge (MOA) message rather than the Modification Reject (MOR) message.

Node CS3aincludes no parametersin the MODIFY .confirm primitive to the AAL type 2 served user.

I11.3.2.  From CS3 via CS2 nodes to CS3

This subclause illustrates AAL type 2 connection resource modification where the modify originating and the modify
destination AAL type 2 service endpoints reside in a part of the network consisting of CS3 nodes and where the AAL
type 2 connection passes through a part of the network consisting of CS2 nodes.

NOTE — Connection Resource Modification is nhot possibleif a CS1 node is part of the AAL type 2 connection.

The parameters transported in the Modify Request (MOD) and Modify Acknowledge (MOA) messages and the effects
on the connection resource alocation mechanisms areillustrated in Figure 111.9/Q.2630.3.
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Figure 111.9/Q.2630.3
AAL type 2 connection resour ce modification in the* From CS3 via CS2 nodesto CS3” scenario

In the MODIFY .request primitive, the nodal function receives from the AAL type 2 served user the following
parameters relevant to interworking and connection resource allocation:

o the Transfer Capability, and

° the Link Characteristics.
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Nodes CS3a and CS3b reserve connection resources reflecting the more “demanding” of the currently allocated
connection resources (TC,q) and the Transfer Capability (TCpey) parameter.

Nodes CS2c, CS2d, CS2e, CS2f and CS2g reserve connection resources reflecting the more “demanding” of the
currently allocated connection resources (LC,4) and the Link Characteristics (LCq,) parameter.

Node CS3h reserves connection resources reflecting the more “demanding” of the currently allocated connection
resources (TCyq) and the Transfer Capability (TC,e,) parameter.

Node CS3i alocates connection resources reflecting the Transfer Capability (TC,) parameter. The parameters
Transfer Capability (TCpey) and Link Characteristics (LC,qy) are passed to the AAL type 2 served user.

Node CS3h alocates connection resources reflecting the new Transfer Capability (TC,ey) parameter that was passed
previously present in the Modify Request (MOD) message; this decision is based on the nature of the message, i.e.,
Modification Acknowledge (MOA) message rather than the Modification Reject (MOR) message.

Nodes CS2g, CS2f, CS2e, CS2d and CS2c allocate connection resources reflecting the new Link Characteristics (L Cpen)
parameter that was passed previously present in the Modify Request (MOD) message; this decision is based on the
nature of the message, i.e.,, Modification Acknowledge (MOA) message rather than the Modification Reject (MOR)
message.

Nodes CS3b and CS3a alocate connection resources reflecting the new Transfer Capability (TCey) parameter that was
passed previoudly present in the Modify Request (MOD) message or received from the AAL type 2 served user; this
decision is based on the nature of the message, i.e., Modification Acknowledge (MOA) message rather than the
Modification Reject (MOR) message.

Node CS3a sends a MODIFY .confirm primitive to the AAL type 2 served user.

I11.3.3. From a CS3 service endpoint to a CS2 service endpoint

This subclause illustrates AAL type 2 connection resource modification where the modify originating AAL type 2
service endpoint resides in a part of the network consisting of CS3 nodes and where the modify destination AAL type 2
service endpoint resides in a part of the network consisting of CS2 nodes.

NOTE — Connection Resource Modification is not possible if a CS1 node is part of the AAL type 2 connection.

The parameters transported in the Modify Request (MOD) and Modify Acknowledge (MOA) messages and the effects
on the connection resource allocation mechanisms areillustrated in Figure 111.10/Q.2630.3.
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Figure 111.10/Q.2630.3
AAL type 2 connection resour ce modification in the From CS3to CS2" scenario

In the MODIFY .request primitive, the nodal function receives from the AAL type 2 served user the following
parameters relevant to interworking and connection resource allocation:

o the Transfer Capability, and

° the Link Characteristics.

Nodes CS3a, CS3b, CS3c, and CS3d reserve connection resources reflecting the more “demanding” of the currently
alocated connection resources (TCyg) and the Transfer Capability (TC,,) parameter.

Nodes CS2e, CS2f, CS2g and CS2h reserve connection resources reflecting the more “demanding” of the currently
allocated connection resources (LC, ) and the Link Characteristics (LC,ey) parameter.
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Node CS2i alocates connection resources reflecting the Link Characteristics (LCpey) parameter. The Transfer
Capability (TC) parameter is discarded The Transfer Capability (LC,qy) parameter is passed to the AAL type 2 served
user.

Nodes CS2h, CS2g, CS2f and CS2e allocate connection resources reflecting the new Link Characteristics (LCrey)
parameter that was passed previously present in the Modify Request (MOD) message; this decision is based on the
nature of the message, i.e.,, Modification Acknowledge (MOA) message rather than the Modification Reject (MOR)
message.

Nodes CS3d, CS3c, CS3b, and CS3a allocate connection resources reflecting the new Transfer Capability (TCrew)
parameter that was passed previously present in the Modify Request (MOD) message or received from the AAL type 2
served user; this decision is based on the nature of the message, i.e., Modification Acknowledge (MOA) message rather
than the Modification Reject (MOR) message.

Node CS3a sends a MODIFY .confirm primitive to the AAL type 2 served user.

l11.3.4. From a CS2 service endpoint to a CS3 service endpoint

This subclause illustrates AAL type 2 connection resource modification where the modify originating AAL type 2
service endpoint resides in a part of the network consisting of CS2 nodes and where the modify destination AAL type 2
service endpoint resides in a part of the network consisting of CS3 and nodes.

NOTE — Connection Resource Modification is not possible if a CS1 node is part of the AAL type 2 connection.

The parameters transported in the Modify Request (MOD) and Modify Acknowledge (MOA) messages and the effects
on the connection resource allocation mechanisms areillustrated in Figure 111.11/Q.2630.3.
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Figure111.11/Q.2630.3
AAL type 2 connection resour ce modification in the From CS2 to CS3" scenario

In the MODIFY .request primitive, the nodal function receives from the AAL type 2 served user the Link Characteristics
(LCrew) parameter.

Nodes CS2a, CS2b, CS2c, CS2d and CS2e reserve connection resources reflecting the more “demanding” of the
currently allocated connection resources (LC, ) and the Link Characteristics (LC,ey) parameter.

At node CS3f, the Transfer Capability (TCq,) parameter is not present, hence, the nodal function prepares a Transfer
Capahility (TC,y) parameter corresponding to the Link Characteristics (LCpey) parameter.

Nodes CS3f, CS3g and CS3h reserve connection resources reflecting the more “demanding” of the currently allocated
connection resources (TCyg) and the Transfer Capability (TC,,) parameter.

Node CS3i allocates connection resources reflecting the Transfer Capability (TCa,) parameter. The parameters
Transfer Capability (TC,ey) and Link Characteristics (LCqy) are passed to the AAL type 2 served user.

Nodes CS3h, CS3g, and CS3f allocates connection resources reflecting the new Transfer Capability (TC,e,) parameter
that was passed previously present in the Modify Request (MOD) message; this decision is based on the nature of the
message, i.e., Modification Acknowledge (MOA) message rather than the Modification Reject (MOR) message.

Nodes CS2e, CS2d, CS2c, CS2b and CS2a allocate connection resources reflecting the new Link Characteristics
(LCrew) parameter that was passed previously present in the Modify Request (MOD) message or received from the AAL
type 2 served user; this decision is based on the nature of the message, i.e., Modification Acknowledge (MOA) message
rather than the Modification Reject (MOR) message.
Node CS2a sends a MODIFY .confirm primitive to the AAL type 2 served user.
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