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***x*Start of Modified Section ****

6.2 Basic Mobile Terminating Call

6.2.1.1 GMSC server

Initial addressing

The GMSC server shall indicate in the IAM that forward bearer establishment is to be used. The GM SC server shall
aso indicate in the IAM that the Continuity message will follow if either of the following conditionsis satisfied before
sending the IAM:

1. Theincoming |IAM indicated that the Continuity message will follow, but no Continuity message has been
received;

2. The GMSC server selected an MGW, but a notification of successful bearer establishment on the incoming side
has not been received from the MGW.

The GMSC server shall provide the bearer characteristics to the succeeding nodein the IAM. If the MGW is selected at
an early stage the MGW-id may also be provided in the lAM (bullet 1 in figure 6.6).

Confirmation of bearer establishment

If the TAM which was sent to the succeeding node indicated that the Continuity message will follow, the Continuity
message shall be sent when both of the following conditions are satisfied:

1. Either:

a. Theincoming IAM indicated that the Continuity message will follow, and a Continuity message has been
received from the preceding node (bullet 8 in figure 6.6), or

b. Theincoming IAM did not indicate that the Continuity message will follow;
2. Either:

a The GMSC server has selected an MGW, and a notification of successful bearer establishment in the
incoming side has been received from the MGW (bullet 7 in figure 6.6), or

b. MGW selection is not requiered for this call. Fhe- GMSG-server-has-not-selected-wil-not-select-an-MGW-

**x**Next Modified Section ****

6.2.2 Backward bearer establishment

The basic mobile terminating call shall be established in accordance with 3GPP TS 23.108 [4]. The following
paragraphs describe the additional requirements for the bearer independent CS core network. If out-of-band transcoder
control is applied for a speech call, it shall be performed in accordance with 3GPP TS 23.153 [3].

6.2.2.1 GMSC server
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Initial addressing

The GMSC server shall indicate in the lAM that backward bearer establishment is to be used. The GMSC server shall
alsoindicate in the IAM that the Continuity message will follow if either of the following conditionsis satisfied before
sending the |AM:

1. Theincoming IAM indicated that the Continuity message will follow, but no Continuity message has been
received, or

2. The GMSC server selected an MGW, but a notification of successful bearer establishment on the incoming side
has not been received from the MGW.

Confirmation of bearer establishment

If the |IAM which was sent to the succeeding node indicated that the Continuity message will follow, the Continuity
message shall be sent when both of the following conditions are satisfied:

1. Either:

a. Theincoming IAM indicated that the Continuity message will follow, and a Continuity message has been
received from the preceding node, or

b. Theincoming |IAM did not indicate that the Continuity message will follow;
2. Either:

a The GMSC server has selected an MGW, and a notification of successful bearer establishment in the
incoming side has been received from the MGW (bullet 2 in figure 6.8), or

b. MGW selection is not requiered for this call. Fhe- GMSG-server-has-not-selected-wil-not-select-an-MGW-

****Next Modified Section ****

13.4 Call Forwarding Services

13.4.2 Call Forwarding on mobile subscriber Busy (CFB)

The procedures specified in 3GPP TS 23.082 [12] for the Call Forwarding on Busy supplementary service shall be
followed. The following paragraphs describe the additional requirements for the bearer independent CS core network.
13.4.2.1 Network Determined User Busy (NDUB)

If the mobile is Network Determined User Busy the incoming call for the specified basic service(s) shall be forwarded
without being offered to the served mobile subscriber.

MGW selection

The MSC server shall select an MGW for the bearer connection either before sending the IAM or after receiving the
Bearer Information message. If the MSC server received an MGW-id from the preceding node and/or from the
succeeding node, then it may use one of them for the MGW selection.

If in-band information is to be provided to the calling subscriber the MSC server shall select the MGW before providing
the in-band information. The MGW selection can be based on a possibly received MGW-Id from the preceding node.

NOTE: Asanimplementation option, if there is no need for the MSC server to manipulate the bearer, the MSC
server may only perform call control signalling without any associated MGW. In that case the bearer
related information shall be provided transparently through the MSC server.
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Incoming side bearer establishment

The incoming side bearer establishment is handled in the M SC server as described for the mobile terminating call using
either forward or backward bearer establishment. The incoming side bearer establishment can take place either before or
after the detection of NDUB condition.

Notification to the calling subscriber

If the served mobile subscriber has requested that the calling subscriber shall receive a notification about the call
forwarding, a notification is sent to the calling party. If the notification isimplemented using intermediate tones or
announcements the MSC server requests the MGW to play an announcement/tone to the calling party, as described in
subclause 14.6, before establishing the call to the forwarded-to subscriber.

Initial addressing

The call towards the forwarded-to subscriber is established as for basic call. If out-of-band transcoder control is applied

for aspeech call, it shall be performed in accordance with 3GPP TS 23.153 [3]. After the possible generation of in-band
information has been completed, the MSC server shall indicate in the |AM that the Continuity message will follow from
the preceding node, in order to withhold the call completion until the establishment of the bearer is complete.

The MSC server shall indicate in the lAM that the Continuity message will follow from the preceding node if either of
the following conditions is satisfied before sending the IAM:

1. Theincoming |AM indicated that the Continuity message will follow, but no Continuity message has been
received, or

2. Theincoming side bearer has not been established.

If the MGW is selected at an early stage the MGW-id can be provided to the succeeding node in the IAM.

Establishment of bearer towards the forwarded-to subscriber

The bearer establishment towards the forwarded-to subscriber is performed as described for mobile originating call,
network side bearer establishment, using either forward or backward bearer establishment. The MSC server also
requests the MGW to both-way through-connect the bearer.

Confirmation of bearer establishment

If the outgoing IAM indicated that the Continuity message will follow, the Continuity message is sent when both of the
following conditions are satisfied:

1. Either:

a  Theincoming |AM indicated that the Continuity message will follow, and a Continuity message has been
received, or

b.  Theincoming IAM did not indicate that the Continuity message will follow;
2. Either:

a The MSC server has selected an MGW, and a notification indicating successful completion of the incoming
side bearer set-up has been received from the MGW using the Bearer Established procedure, or

b. MGW selection is not requiered for this call. Fhe GMSGC-server-has-not-selected will-not select an MG\AL

***x*Next Modified Section ****
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13.4.2.2 User Determined User Busy (UDUB)

MGW selection

The MGW selected for the mobile terminating call is used, if already selected by the mobile terminating call
procedures.

The MSC server selects an MGW for the bearer either before sending the IAM of after receiving the Bearer Information
message. If the MSC server received an MGW-id from the preceding node and/or from the succeeding node, then it
may use one of them for the MGW selection.

If in-band information is to be provided to the calling subscriber the MSC server shall select the MGW before providing
the in-band information. The MGW selection can be based on a possibly received MGW-1d from the preceding node.

NOTE: Asanimplementation option, if thereis no need for the M SC server to manipulate the bearer, the MSC
server may only perform call control signalling without any associated MGW. In that case the bearer
related information shall be provided transparently through the MSC server.

Incoming side bearer establishment

For bearer establishment, the sending of bearer information is handled in the MSC server as described for the basic
mobile terminating call indicating either forward or backward bearer establishment. The incoming side bearer
establishment can take place either before or after the detection of UDUB condition.

IU/A-interface release

If the mobile is not Network Determined User Busy (NDUB as defined in GSM TS 02.01) the incoming call is offered
(asanormal or waiting call) to the served mobile subscriber. If the mobile indicating 'User Busy' subsequently releases
the call, the call towards the served maobile subscriber is released as described in the clause for call clearing. Note the
MSC server ordersthe MGW to remove the bearer termination towards the served mobile subscriber only in the case
where the radio resources had aready been allocated in the MGW (bullet 1 in figure 13.8).

Notification to the Calling Subscriber

If the served mobile subscriber has requested that the calling subscriber shall receive a notification about the call
forwarding, a notification is sent to the calling party. If the notification isimplemented using intermediate tones or
announcements the M SC server requests the MGW to play an announcement/tone to the calling party as described in
subclause 14.6 before establishing the call to the forwarded-to subscriber.

Initial addressing

The call towards the forwarded-to subscriber is established as basic call. If out-of-band transcoder control is applied for
aspeech call, it shall be performed in accordance with 3GPP TS 23.153 [3]. After the possible generation of in-band
information has been completed, the MSC server shall indicate in the |AM that the Continuity message will follow from
the preceding node in order to withhold the call completion until the establishment of the bearer is complete.

The MSC server shall indicate in the lAM that the Continuity message will follow from the preceding node if either of
the following conditions is satisfied before sending the IAM:

1. Theincoming |IAM indicated that the Continuity message will follow, but no Continuity message has been
received, or

2. Theincoming side bearer has not been established.

If the MGW is selected at an early stage the MGW-id can be provided to the succeeding node in the IAM.

Establishment of bearer towards the forwarded-to subscriber

The bearer establishment towards the forwarded-to subscriber is performed as described for the mobile originating call,
network side bearer establishment, using either forward or backward bearer establishment. The MSC server also
requests the MGW to both-way through-connect the bearer.
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Confirmation of bearer establishment

If the outgoing IAM indicated that the Continuity message will follow, the Continuity message is sent when both of the
following conditions are satisfied:

1. Either:

a_Theincoming IAM indicated that the Continuity message will follow, and a Continuity message has been
received from the preceding node (bullet 8 in figure 6.6), or

b. Theincoming |IAM did not indicate that the Continuity message will follow;

2. Either:

a_The GMSC server has selected an MGW, and a notification of successful bearer establishment in the
incoming side has been received from the MGW (bullet 7 in figure 6.6), or

b. The GMSC-serverwil-notselectan MGW-M GW selection is not requiered for this call.

****Next Modified Section ****

13.4.4 Call Forwarding on mobile subscriber Not Reachable (CFNRc)

The procedures specified in 3GPP TS 23.082 [12] for the Call Forwarding on Not Reachable supplementary service
shall be followed. The following paragraphs describe the additional requirements for the bearer independent CS core
network.

13.4.4.1 Rerouting by HLR

The same handling as for Call Forwarding Unconditional applies.

13.4.4.2 Rerouting by VLR

If the mobile is not reachable the incoming call for the specified basic service(s) will be forwarded without being
offered to the served mobile subscriber.

MGW selection

If in-band information is to be provided to the calling subscriber the MSC server shall select the MGW before providing
the in-band information. The MGW selection can be based on a possibly received MGW-1d from the preceding node.

NOTE: Asanimplementation option, if in-band information is not to be provided to the calling subscriber the
MSC server may either perform call control without any associated MGW, or reserve resources from an
MGW and request bearer establishment through that MGW. In the latter case the MSC server selects an
MGW for the bearer either before sending the |AM or after receiving the Bearer Information message. If
the M SC server received an MGW-Id from the preceding node and/or from the succeeding node, those
can be used for the MGW selection.
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Incoming side bearer establishment

The incoming side bearer establishment is handled in the M SC server as described for the mobile terminating call, using
either forward or backward bearer establishment. The incoming side bearer establishment can take place either before or
after the detection of the not reachable condition.

Notification to the calling subscriber

If the served mobile subscriber has requested that the calling subscriber shall receive a notification about the call
forwarding, a notification is sent to the calling party. If the notification isimplemented using intermediate tones or
announcements the MSC server requests the MGW to play an announcement/tone to the calling party, as described in
subclause 14.6, before establishing the call towards the forwarded-to party.

Initial addressing

The call towards the forwarded-to subscriber is established as a basic cal. If out-of-band transcoder control is applied
for aspeech call, it shall be performed in accordance with 3GPP TS 23.153 [3]. After the possible generation of in-band
information has been completed, the MSC server shall indicate in the |AM that the Continuity message will follow from
the preceding node in order to withhold the call completion until the establishment of the bearer is complete.

The MSC server shall indicate in the |AM that the Continuity message will follow from the preceding node, if either of
the following conditions is satisfied before sending the IAM:

1. Theincoming |AM indicated that the Continuity message will follow, but no Continuity message has been
received, or

2. Theincoming side bearer has not been established.

If the MGW is selected at an early stage the MGW-id can be provided to the succeeding node in the IAM.

Establishment of bearer towards the forwarded-to subscriber

The bearer establishment towards the forwarded-to subscriber is performed as described for mobile originating call,
network side bearer establishment, using either forward or backward bearer establishment. The MSC server also
requests the MGW to both-way through-connect the bearer.

Confirmation of bearer establishment

If the outgoing IAM indicated that a Continuity message will follow, the Continuity message shall be sent when both of
the following conditions are satisfied:

1. Either:

a  Theincoming |AM indicated that the Continuity message will follow, and a Continuity message has been
received, or

b.  Theincoming IAM did not indicate that the Continuity message will follow;
2. Either:

a The MSC server has selected an MGW, and a notification indicating successful completion of the incoming
side bearer set-up has been received from the MGW using the Bearer Established procedure, or

b. MGW selection is not requiered for this call. Fhe MSC-server-has-hot-selected will not select a MG
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**x**Next Modified Section ****

9 Compatibility Issues

A Release 4 (or later) node, according to 3GPP TS 23.205, is backward compatible with a Release 99 (or earlier) node.

9.1 Interworking with GERAN (A i/f)

The A-interface signalling terminates in the MSC server and the user plane terminatesin the MGW. Inthe A-interface
the only supported user planeisa TDM circuit. The MSC server uses the Mc interface to remotely control the TDM
circuitsin the MGW. Only one MSC server may control the TDM circuits connected to one GERAN node.

For each TDM circuit a physical termination is provisioned in the MGW. The TDM circuit isidentified by the
termination Id in the Mc interface. Since TDM circuits are also grouped together, the physical termination Ids are
structured in accordance with the grouping of TDM circuits. The MSC server also knows the termination Ids and the
grouping of termination Ids. The physical termination exists aslong as the TDM circuit(s) existsin the MGW.

Figure 9.1 shows the network model for the A-interface. The ‘squared’ line represents the call control signalling and the
‘dotted’ line represents the TDM circuits. The terminations T1-Tn represent the TDM circuitsin the MGW. The MSC
server has a mapping table between circuits CIC1-CICn and the terminations T1-Tn.

MSC-S

CICIETL
man<i§>
<ﬁ§¢i> . $#C£XE;> ececccocoe
e TTX

MGW

Figure 9.1 TDM circuits used for A-interface (network model)

For call-independent transactions the general (G)M SC server-MGW procedures, as described in clause 10, apply to the
physical terminationsin the same way as to any other terminations.

For call related transactions the handling as described in the clauses 6, 7 and 8 apply to physical terminationsin the
same way as any other terminations. All call related procedures, except Prepare Bearer, Establish Bearer, Release
Bearer and Tunnel Information Up/Down, as described in clause 16, apply to the physical terminations in the same way
as any other terminations.

For intra-M SC handover, the target A-interface is handled as described in clause 8. If the target A-interface user plane
terminatesin adifferent MGW from the MGW that terminates the serving A-interface user plane, a bearer hasto be
established between the two MGWs using Prepare Bearer and Establish Bearer procedures. Because the same MSC
server controls both MGWSs, no external call control signalling isinvolved.

It isimportant to note that the separation between payload and control remains the same before and after interaction
with servicesin the 3G BICSCN.
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Before interaction with services After interaction with services

MSC -S MSC -S
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BACKGROUND

A new version of SS7 MTP3-User Adaption Layer (M3UA) has been published, therefore the annex A
of 29.202 shall be replaced by the latest version.

****First Modified Section ****

Annex A (normative):
Internet Draft: SS7 MTP3-User Adaption Layer
(M3UA)

The document included in this Annex is the latest available Internet-Draft at the time of writing. When
the IETF issues the RFC to this Internet-Draft then a change request will be provided to replace the text
in Annex A with areference in section 2
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SS7 MIP3-User Adaptation Layer (MUA)
<draft-ietf-sigtran-nBua-07.txt>

Status of This Meno

This docunent is an Internet-Draft and is in full confornmance wth
al |

provi sions of Section 10 of RFC 2026. Internet-Drafts are working
docunents of the Internet Engineering Task Force (IETF), its areas,
and

its working groups. Note that other groups may also distribute
wor ki ng

docunents as Internet-Drafts

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference

mat eri al

or to cite themother than as "work in progress.'
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provision is nade for protocol elenents that enable a seanl ess

Si debottom et al [ Page
1]

Internet Draft SS7 MIP3- User Adaptation Layer Jul
2001

operation of the MIP3-User peers in the SS7 and | P donmains. This
protocol would be used between a Signalling Gateway (SG and a Medi a
Gateway Controller (M) or |IP-resident Database. It is assuned that
the SG receives SS7 signalling over a standard SS7 interface using

t he

SS7 Message Transfer Part (MIP) to provide transport.
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1. Introduction
1.1 Scope

There is a need for Switched Gircuit Network (SCN) signalling

pr ot ocol

delivery froman SS7 Signalling Gateway (SG to a Media Gat eway
Controller (M3C) or |IP-resident Database as described in the

Fr anewor k

Architecture for Signalling Transport [1]. The delivery nechani sm
SHOULD neet the following criteria

* Support for the transfer of all SS7 MIP3-User Part nessages (e.g.
| SUP, SCCP, TUP, etc.)
Support for the seanml ess operation of MIP3-User protocol peers
Support for the nmanagenent of SCTP transport associations and
traffic between an SG and one or nore M3Cs or | P-resident

Dat abases

* Support for M3C or |P-resident Database process fail-over and

| oad-
sharing

* Support for the asynchronous reporting of status changes to
managenent

In sinplistic transport terms, the SGwll terninate SS7 MIP2 and
MTP3

protocol |ayers and deliver |SUP, SCCP and/or any other MIP3-User
protocol nessages, as well as certain MIP network managenent events,
over SCTP transport associations to MIP3-User peers in MCs or |P-
resi dent Dat abases.

1.2 Term nol ogy

Application Server (AS) - Alogical entity serving a specific Routing
Key. An exanple of an Application Server is a virtual switch el ement
handling all call processing for a unique range of PSTN trunks,
identified by an SS7 SI O DPC/ OPC/ CI C_range. Another exanple is a
virtual database elenment, handling all HLR transactions for a
particul ar SS7 DPC/ OPC/ SCCP_SSN conbi nati on. The AS contains a set
of

one or nore uni que Application Server Processes, of which one or nore
is normally actively processing traffic. An ASis contained within a
singl e Network Appearance. Note that there is a 1:1 relationship
between an AS and a Routing Key.

Application Server Process (ASP) - A process instance of an
Application

Server. An Application Server Process serves as an active or back-up
process of an Application Server (e.g., part of a distributed virtua
switch or database). Exanples of ASPs are processes (or process

i nstances) of M3Cs, IP SCPs or IP HLRs. An ASP contains an SCTP end-
poi nt and rmay be configured to process signalling traffic within nore
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than one Application Server
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Associ ation - An association refers to an SCTP associ ation. The
associ ation provides the transport for the delivery of MIP3-User
protocol data units and MBUA adaptation | ayer peer nessages.

| P Server Process (IPSP) - A process instance of an | P-based
application. An IPSP is essentially the sane as an ASP, except that
it

uses MBUA in a point-to-point fashion. Conceptually, an |IPSP does
not

use the services of a Signalling Gateway.

Signalling Gateway Process (SGP) - A process instance of a Signalling
Gateway. It serves as an active, back-up or |oad-sharing process of
a

Signal | i ng Gat eway.

Signalling Gateway - An SGis a signaling agent that receives/sends
SCN

native signaling at the edge of the IP network [1]. An SG appears to
the SS7 network as an SS7 Signalling Point. An SG contains a set of
one

or nore uni que Signalling Gateway Processes, of which one or nore is
normal |y actively processing traffic. Were an SG contains nore than
one SGP, the SGis a logical entity and the contai ned SGPs nust be
coordi nated into a single managenent view to the SS7 network and to

t he

supported Application Servers.

Signalling Process - A process instance that uses M3UA to comruni cate
with other signalling process. An ASP, an SGP and an | PSP are al
signal ling processes.

Routing Key: A Routing Key describes a set of SS7 paraneters and
paranmeter val ues that uniquely define the range of signalling traffic
to be handl ed by a particular Application Server. Paranmeters within

t he

Routi ng Key cannot extend across nore than a single SS7 Destination
Poi nt Code.

Routing Context - A value that uniquely identifies a Routing Key.
Routing Context values are either configured using a configuration
managenent interface, or by using the routing key managenent
procedures

defined in this docunent.

Fail-over - The capability to re-route signalling traffic as required
to an alternate Application Server Process, or group of ASPs, within
an

Application Server in the event of failure or unavailability of a

CR page 8



currently used Application Server Process. Fail-over also applies
upon

the return to service of a previously unavail abl e Application Server
Process.

Signal ling Point Managenent Cluster (SPMC) - The conpl ete set of
Application Servers represented to the SS7 network under one specific
SS7 Point Code of one specific Network Appearance. SPMCs are used to
sum the avail ability/congestion/User_Part status of an SS7
destination point code that is distributed in the IP domain, for the
pur pose of supporting MIP3 managenent procedures at an SG I n sone
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cases, the SGitself may also be a nenber of the SPMC. In this case,

the SG avail ability/congestion/User_ Part status nust al so be taken
i nto account when consi dering any supporting MIP3 managenent actions.

MIP - The Message Transfer Part of the SS7 protocol
MIP3 - MIP Level 3, the signalling network |ayer of SS7

MIP3-User - Any protocol nornmally using the services of the SS7 MIP3
(e.g., ISUP, SCCP, TUP, etc.).

Net wor k Appearance G The Network Appearance uni quely identifies an
SSs7

entity (Point Code) into an SS7 network, as presented by the SG It
is

used for the purposes of logically separating the signalling traffic
between the SG and the Application Server Processes over a common
SCTP

association. This partitioning is necessary where an SGis logically
partitioned to appear as end node elements in nmultiple separate SS7
networ ks, in which case there is a separate network appearance for
each

point code in the SS7 networks. It is also necessary when an SGis
configured as an STP hosting multiple point codes, or when configured
as multiple end nodes within the sane network, in which case each
poi nt

code is a separate network appearance. between the SG and the
Application Server Processes over a common SCTP Association. An
exanple is where an SGis logically partitioned to appear as an

el ement

in four separate national SS7 networks. A Network Appearance
inplicitly defines the SS7 Point Code(s), Network I|ndicator and MIP3
protocol type/variant/version used within a specific SS7 network
partition.

Network Byte Order: Most significant byte first, a.k.a Big Endian
Layer Managenent - Layer Managenment is a nodal function that handl es
the inputs and outputs between the M3UA | ayer and a | ocal managenent
entity.

Host - The conputing platformthat the ASP process is running on
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Stream - A streamrefers to an SCTP streant a uni-directional |ogical
channel established fromone SCTP endpoint to another associated SCTP
endpoi nt, within which all user nmessages are delivered in-sequence
except for those subnitted to the un-ordered delivery service

1.3 MBUA Overvi ew
1.3.1 Protocol Architecture.

The framework architecture that has been defined for SCN signalling
transport over |IP [1] uses nultiple conmponents, including a common
signalling transport protocol and an adaptation nodule to support the

Si debott om et al [ Page
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services expected by a particular SCN signalling protocol fromits
under | yi ng protocol |ayer

Wthin the franmework architecture, this docunent defines an MIP3-User
adapt ati on nmodul e suitable for supporting the transfer of nmessages of
any protocol layer that is identified to the MIP Level 3 layer, in
SSs7

terms, as a user part. The list of these protocol |ayers include,
but

is not limted to, | SDN User Part (ISUP) [2,3,4], Signalling
Connecti on

Control Part (SCCP) [5,6,7] and Tel ephone User Part (TUP) [8]. TCAP
[9,10,11] or RANAP [12] nessages are transferred transparently by the
MBUA prot ocol as SCCP payl oad, as they are SCCP-User protocols.

It is recoomended that MBUA use the services of the Stream Contro
Transm ssion Protocol (SCTP) [13] as the underlying reliable comon
signalling transport protocol. This is to take advantage of various
SCTP features such as:

- Explicit packet-oriented delivery (not streamoriented),

- Sequenced delivery of user nessages within nultiple streans,
with an option for order-of-arrival delivery of individua
user nessages,

- Optional multiplexing of user nessages into SCTP dat agrans,

- Network-level fault tolerance through support of nulti-honing
at either or both ends of an association

- Resistance to flooding and masquerade attacks, and

- Data segnentation to conformto di scovered path MIU size

Under certain scenarios, such as back-to-back connections w thout
redundancy requirenments, the SCTP functions above MAY NOT be a
requi renent and TCP can be used as the underlying common transport
pr ot ocol

1.3.2 Services Provided by the M3UA Layer

The MBUA Layer at an ASP or | PSP provides the equival ent set of
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primtives at its upper |layer to the MIP3-Users as provided by the
MTP

Level 3 to its local MIP3-Users at an SS7 SEP. In this way, the |ISUP
and/ or SCCP | ayer at an ASP or IPSP is unaware that the expected MIP3
services are offered renotely froman MIP3 Layer at an SGP, and not
by

a local MIP3 layer. The MIP3 | ayer at an SGP nay al so be unaware

t hat

its local users are actually renote user parts over M3UA. In effect,
the MBUA extends access to the MIP3 | ayer services to a renote |P-
based

application. The M3UA | ayer does not itself provide the MIP3
services

However, in the case where an ASP is connected to nore than one SGP

t he

MBUA | ayer at an ASP nust maintain the status of configured SS7
destinations and route nmessages according to the availability and
congestion status of the routes to these destinations via each SGP
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The MBUA | ayer nmay al so be used for point-to-point signalling between
two I P Server Processes (IPSPs). 1In this case, the MBUA | ayer

provi des

the sane set of primtives and services at its upper layer as the
MTP3.

However, in this case the expected MIP3 services are not offered
renmotely froman SGP. The MIP3 services are provided but the
procedures to support these services are a subset of the MIP3
procedures due to the sinplified point-to-point nature of the PSP to
| PSP rel ati onshi p.

1.3.2.1 Support for the Transport of MIP3-User Messages

The MBUA | ayer provides the transport of MIP- TRANSFER primtives

acr oss

an established SCTP associ ati on between an SGP and an ASP or between
| PSPs.

The MIP- TRANSFER primtive information is encoded as in MIP3-User
messages. In this way, the SCCP and | SUP nessages received fromthe
SS7 network by the SGP are not re-encoded into a different format for
transport between the M3UA peers. The MIP3 Service Information Cctet
(SIO and Routing Label (OPC, DPC, and SLS) are included, encoded as
expected by the MIP3 and MIP3-User protocol |ayer

At an ASP, in the case where a destination is reachable via multiple
SGPs, the MBUA | ayer nust al so choose via which SGP the nessage is to
be routed or support | oad bal anci ng across the SGPs, ensuring that no
m ssequenci hg occurs.

The MBUA | ayer does not inpose a 272-octet signalling information
field

(SIF) length imt as specified by the SS7 MIP Level 2 protocol [14]
[15] [16]. Larger information blocks can be acconmpbdated directly by
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MBUA/ SCTP, without the need for an upper |ayer segnentation/re-
assenbl y

procedure as specified in recent SCCP or |ISUP versions. However, in
the context of an SG the maxi num 272-octet bl ock size nmust be
fol | oned

when inter-working to a SS7 network that does not support the
transfer

of larger information blocks to the final destination. This avoids
potential |1SUP or SCCP fragnmentation requirenents at the SGPs.
However, if the SS7 network is provisioned to support the Broadband
MIP

[20] to the final SS7 destination, the information block size limt
may

be increased past 272 octets.

1.3.2.2 Native Managenent Functions

The MBUA | ayer provides managenent of the underlying SCTP transport
protocol to ensure that SGP-ASP and | PSP-1PSP transport is avail able
to

the degree called for by the MIP3-User signalling applications.

The MBUA | ayer provides the capability to indicate errors associated

with received M3UA nessages and to notify, as appropriate, |oca
managenent and/ or the peer M3UA
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1.3.2.3 Inter-working with MIP3 Network Managenment Functions

At the SGP, the M3UA | ayer nust al so provide inter-working with MIP3
managenent functions to support seaml ess operation of the user SCN
signalling applications in the SS7 and |IP domains. This includes:

- Providing an indication to MIP3-Users at an ASP that a renote
destination in the SS7 network is not reachabl e.

- Providing an indication to MIP3-Users at an ASP that a renote
destination in the SS7 network is now reachabl e

- Providing an indication to MIP3-Users at an ASP that nessages to

renpte destination in the SS7 network are experienci ng SS7
congesti on.

- Providing an indication to the MBUA | ayer at an ASP that the
routes
to a renote destination in the SS7 network are restricted.

- Providing an indication to MIP3-Users at an ASP that a renote
MTP3-
User peer is unavail able.

The MBUA layer at an ASP may initiate an audit of the availability,

t he
restricted or the congested state of renote SS7 destinations. This
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information is requested fromthe M3UA | ayer at the SGP

The MBUA | ayer at an ASP nay also indicate to the SG that the MBUA
|l ayer itself or the ASP or the ASP's Host is congest ed.

1.3.2.4 Support for the Managenent of SCTP Associ ati ons between the
SGP
and ASPs.

The MBUA | ayer at the SGP maintains the availability state of al
configured renote ASPs, in order to manage the SCTP Associ ati ons and
the traffic between the MBUA peers. As well, the active/inactive and
congestion state of renote ASPs is nmaintained.

The MBUA | ayer MAY be instructed by |ocal managenent to establish an
SCTP association to a peer MBUA node. This can be achieved using the
M SCTP_ESTABLI SH primitives to request, indicate and confirmthe
establi shment of an SCTP association with a peer M3UA node. |n order
to avoi d redundant SCTP associ ati ons between two M3UA peers, one side
(client) SHOULD be designated to establish the SCTP associ ation, or
MBUA configuration know edge nai ntai ned to detect redundant
associations (e.g., via know edge of the expected local and renote
SCTP

endpoi nt addresses).

Local management MAY request fromthe MBUA | ayer the status of the
under | yi ng SCTP associ ati ons using the M SCTP_STATUS request and
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confirmprimtives. Also, the MBUA MAY autononously informloca
managenment of the reason for the rel ease of an SCTP associ ation
determined either locally within the M3UA | ayer or by a prinitive
from

the SCTP.

Al so the MBUA [ayer MAY informthe | ocal nanagenment of the change in
status of an ASP or AS. This nay be achi eved using the M ASP_request
or M AS_STATUS request primtives.

1.3.2.5 Support for the Managenent of Connections to Multiple SGPs

As shown in Figure 1 an ASP nmay be connected to nultiple SGPs. In
such

a case a particular SS7 destination nmay be reachable via nore than
one

SCGP, i.e., via nore than one route. As MIP3 users only maintain
stat us

on a destination and not on a route basis, the M3UA | ayer nust

mai ntai n

the status (availability, restriction, and/or congestion of route to
destination) of the individual routes, derive the overal

avail ability

or congestion status of the destination fromthe status of the

i ndi vi dual routes, and informthe MIP3 users of this derived status
whenever it changes.
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1.3.3 Signalling Network Architecture

A Signalling Gateway is used to support the transport of MIP3-User
signalling traffic received fromthe SS7 network to rmultiple
distributed ASPs (e.g., MXs and | P Databases). Cearly, the MIUA
protocol is not designed to neet the performance and reliability
requi renents for such transport by itself. However, the conjunction
of

di stributed architecture and redundant networks does allow for a
sufficiently reliable transport of signalling traffic over IP. The
MBUA protocol is flexible enough to allow its operation and
managenment

in a variety of physical configurations, enabling Network Operators
to

nmeet their performance and reliability requirenents.

To nmeet the stringent SS7 signalling reliability and performance
requi renents for carrier grade networks, Network Operators SHOULD
ensure that no single point of failure is present in the end-to-end
network architecture between an SS7 node and an | P-based application
This can typically be achieved through the use of redundant SGPs or
SGs, redundant hosts, and the provision of redundant QOS-bounded IP
networ k paths for SCTP Associ ati ons between SCTP End Poi nts.

Cbvi ousl y,

the reliability of the SG the M3C and ot her |P-based functiona

el ements al so needs to be taken into account. The distribution of
ASPs

and SGPs within the avail able Hosts SHOULD al so be considered. As an
exanple, for a particular Application Server, the related ASPs SHOULD
be distributed over at |east two Hosts.

One exanpl e of a physical network architecture rel evant to SS7
carrier-
grade operation in the IP network domain is shown in Figure 1 bel ow
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SG MGC
|_bst#1 kkhkkkhkkkhkkikkhkkhkk*x kkhkkkhkkkkhkkhkkhkk*x
Host #3
= * *kkkkkk*x * * *kkkkkk*x * =
* % S@PL *__* *_* ASPL * * ML
* ********__* _____ \ / *__******** *
* *kkkkkk*k*%x * \ / * *kkkkkk*k*%x *
* % SEPR K \/ *_ * ASP2 * x
* ********__* /\ | | _____ *__******** *
* : * I\ * : *
* *kkkkk*k*x * / \ I I * *kkkkkkx *
* * SG:)n * * | | | | * * ASPn * *
* *kkkkkk*k*%x * | | | | * *kkkkkk*k*%x *
*kkkkhkkkhkkhkkkk*x | | | | *kkkkhkkkhkkkhxkkk*x
| | \ /
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|_bst#2 EE R S R | | \ / EE R R R

Host #4

= * *kkkkkk*k*%x * | | \/ * *kkkkkk*k*%x * =
* o SGP1 ¢ ¢ /\ * * ASP1 * *  MGC2
* *kkkkkk*x * / \ * *kkkkk*kx *
* *kkkkk*k*x * / \ * *kkkkkk*x *
x ok oSEP*_*x x % ASP2 * %
* ********__* * _******** *
* : * SCTP Associ ati ons * : *
* *kkkkkk*x * * *kkkk k)% *
* % SGPn * % * * ASPn * *
* *kkkkkk*k*%x * * kkkkkk*k*%x *
kkkkhkkkhkkikkikkhkk*x kkkkhkkkkikkikkhkk*x
Figure 1 - Physical Model
In this nodel, each host has nany application processes. 1In the case

of the M3C, an ASP may provide service to one or nore Application
Servers, and is identified as an SCTP end point. A pair of

signal ling

gat eway processes mmy represent, as an exanple, a single Signalling
Gat eway, serving a signalling point nmanagenment cl uster

Thi s exanpl e nodel can al so be applied to I PSP-1PSP signalling. 1In
this case, each I PSP would have its services distributed across 2
host s

or nmore, and nmay have nultiple server processes on each host.

In the exanpl e above, each signalling process (SGP, ASP or IPSP) is
t he

end point to nore than one SCTP association, |eading to many other
signal ling processes. To support this, a signalling process nust be
able to support distribution of M3UA nessages to nany si nultaneous
active associations. This nmessage distribution function is based on
the status of provisioned routing keys, the availability of
signal l i ng

points in the SS7 network, and the redundancy nodel (active-standby,
| oad-sharing, n+k) of the renote signalling processes.
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For carrier grade networks, the failure or isolation of a particular
signalling process SHOULD NOT cause stable calls or transactions to
be

lost. This inplies that signalling processes need, in some cases, to
share the call/transaction state or be able to pass the call state

i nformati on between each other. |In the case of ASPs perform ng cal
processi ng, coordination may also be required with the related Medi a
CGateway to transfer the M3C control for a particular trunk

term nation.

However, this sharing or comunication of call/transaction state
information is outside the scope of this docunent.

Thi s nodel serves as an exanple. MUA inposes no restrictions as to
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the exact |ayout of the network el enents, the nessage distribution
al gorithnms and the distribution of the signalling processes.

| nst ead,

it provides a franework and a set of nessages that allow for a
flexible

and scal abl e signalling network architecture, aimng to provide
reliability and performance.

1.4 Functional Areas
1.4.1 Signalling Point Code Representation

For exanple, within an SS7 network, a Signalling Gateway m ght be
charged with representing a set of nodes in the IP domain into the
SSs7

network for routing purposes. The SGitself, as a signalling point
in

the SS7 network, mght also be addressable with an SS7 Point Code for
MIP3 Managenent purposes. The SG Poi nt Code might also used for
addressing any |l ocal MIP3-Users at the SG such as an SG-resident SCCP
function.

An SG nay be logically partitioned to operate in multiple SS7 network
appearances. In such a case, the SG nust be addressable with a Point
Code in each network appearance, and represents a set of nodes in the
| P domain into each SS7 network. Alias Point Codes [15] may al so be
used wi thin an SG network appearance.

Where an SG contains nore than one SGP, the MIP3 routeset, SPMC and
renote AS/ ASP states of each SGP SHOULD be coordi nated across all the
SGPs. Re-routing of traffic between the SGPs SHOULD al so be
supported

The MBUA places no restrictions on the SS7 Point Code representation
of

an AS. Application Servers can be represented under the sane Point
Code of the SG their own individual Point Codes or grouped with

ot her

Application Servers for Point Code preservation purposes. A single
Poi nt Code may be used to represent the SG and all the Application
Servers together, if desired.

If an ASP or group of ASPs is available to the SS7 network via nore
than one SG each with its own Point Code, the ASP(s) should be
represented by a Point Code that is separate fromany SG Point Code.
This allows these SGs to be viewed fromthe SS7 network as " STPs"
each
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havi ng an ongoing "route" to the sanme ASP(s). Under failure

condi tions

where the ASP(s) becone(s) unavailable fromone of the SGs, this
approach enabl es MIP3 route nanagenent nessagi ng between the SG and
SSs7
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network, allowi ng sinple SS7 re-routing through an alternate SG
wi t hout

changi ng the Destination Point Code Address of SS7 traffic to the
ASP(s) .

Where an AS can be reached via nore than one SGP it is equally

i mportant that the correspondi ng Routing Keys in the involved SGPs
are

identical. (Note: It is possible for the SGP Routing Key
configuration

data to be tenporarily out-of-synch during configuration updates).

[ S +
| |
S + SG1 +-------------- +
R + | SS7 links | "STP" | |IP network | ----
| SEP +---+ R LR + +---/ \
| or | * | ASPs
| STP +---+ Fomea - + +---\ /
oo o | | |
tommmmmeaeaas + SG 2 AH--------e---- +
| "STP" |
[ S +
* Note:. SGto GSG conmunication is recommended for carrier grade

net wor ks, using an MIP3 |inkset or an equivalent, to allow re-routing
between the SGs in the event of route failures. Were SGPs are used,
i nter-SGP comunication is recommended. Inter-SGP protocol is
out si de

of the scope of this docunent.

The followi ng exanple shows a signalling gateway partitioned into two
net wor k appear ances.

SG

ommene + Fommem e +
| SEP +-------------- | SS7 Ntwk | MBUA| ----
too----- + SS7 links | "A | | / \

[ | A + ASPs

I I I \ /
emmenan + | SS7 Ntwk | |
| SEP 4------ooo-- + "B | |
e + oo +

1.4.2 Routing Contexts and Routing Keys
1.4.2.1 Overview

The distribution of SS7 nessages between the SGP and the Application
Servers is deternmined by the Routing Keys and their associ ated
Routi ng

Contexts. A Routing Key is essentially a set of SS7 paraneters used
to
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filter SS7 nessages, whereas the Routing Context paraneter is a 4-
byt e

value (integer) that is associated to that Routing Key in a 1:1

rel ati onship. The Routing Context therefore can be viewed as an index
into a sending node's Message Distribution Table containing the
Rout i ng

Key entri es.

Possi bl e SS7 address/routing information that conprise a Routing Key
entry includes, for exanple, the OPC, DPC, SIO found in the MIP3
routing label, or MIP3-User specific fields such as the |ISUP ClC,
SCCP

subsystem nunber, or TCAP transaction ID. Some exanple Routing Keys
are: the DPC al one, the DPC/ OPC conbi nation, the DPC/ OPC/CIC

conbi nation, or the DPC/ SSN conbi nation. The particular information
used to define an MBUA Routing Key is application and network
dependent, and none of the above exanpl es are nandat ed.

An Application Server Process may be configured to process signalling
traffic related to nore than one Application Server, over a single
SCTP

Association. In ASP Active and ASP | nactive nanagenent messages, the
signalling traffic to be started or stopped is discrimnated by the
Routi ng Context paraneter. At an ASP, the Routing Context paraneter
uniquely identifies the range of signalling traffic associated with
each Application Server that the ASP is

configured to receive

1.4.2.2 Routing Key Limtations

Routi ng Keys SHOULD be unique in the sense that each received SS7
signal | i ng message SHOULD have a single routing result to an
Application Server. It is not necessary for the paraneter range

val ues

within a particular Routing Key to be contiguous. For exanple, an AS
could be configured to support call processing for multiple ranges of
PSTN trunks that are not represented by contiguous ClC val ues.

1.4.2.3 Managi ng Routing Contexts and Routing Keys

There are two ways to provision a Routing Key at an SGP. A

Routing Key may be configured statically using an inplenmentation
dependent nanagenent interface, or dynamically using the M3UA Routing
Key registration procedure. A Routing Key nmay al so be confi gured
usi ng

the MBUA dynam c registration/deregistration procedures defined in
this

docunent. An MBUA el enent nust inplenment at |east one nethod of
Routi ng Key provi sioning.

When using a managenent interface to configure Routing Keys, the
nmessage distribution function within the SG°P is not linmted to the
set

of paraneters defined in this docunment. Qher inplenentation
dependent

distribution algorithnms nmay be used.
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1.4.2.4 Message Distribution at the SGP

In order to direct nessages received fromthe SS7 MIP3 network to the
appropriate | P destination, the SGP nmust perform a nessage

di stribution

function using information fromthe received MIP3-User nessage.

To support this nmessage distribution, the SGP nust maintain the
equi val ent of a network address translation table, mapping inconing
SS7

message information to an Application Server for a particular
application and range of traffic. This is acconplished by conparing
el enents of the inconming SS7 nessage to currently defined Routing
Keys

in the SG°. These Routing Keys in turn make reference to an
Application Server that is enabled by one or nore ASPs. These ASPs
provi de dynamic status information on their availability, traffic
handl i ng capability and congestion to the SGP using vari ous
managemnment

nessages defined in the MBUA protocol

The list of ASPs in an AS is assuned to be dynamic, taking into
account

the availability, traffic handling capability and congestion status
of

the individual ASPs in the list, as well as configuration changes and
possi bl e fail-over mechani sns.

Nornmal Iy, one or nore ASPs are active in the AS (i.e., currently
processing traffic) but in certain failure and transition cases it is
possi ble that there may be no active ASP avail able. Both | oad-
sharing

and backup scenari os are supported.

When there is no matching Routing Key entry for an incom ng SS7
message, a default treatnent SHOULD be specified. Possible solutions
are to provide a default Application Server at the SGP that directs
al |

unal l ocated traffic to a (set of) default ASP(s), or to drop the
nmessage and provide a notification to | ayer managenent. The

treat nent

of unallocated traffic is inplenentati on dependent.

1.4.2.5 Message Distribution at the ASP

In order to direct nessages to the SS7 network, the ASP nust al so
performa nessage distribution function in order to choose the proper
SGP for a given nessage. This is acconplished by observing the

Desti nati on Point Code (and possibly other elements of the outgoing
nmessage such as the SLS val ue).\Were nore than one route (or SGP) is
possible for routing to the SS7 network, the ASP SHOULD maintain a
dynam c table of available SGP routes for the SS7 destinations,

t aki ng
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into account the SS7 destination availability/restricted/ congestion
status received fromthe SGP(s), the availability status of the

i ndi vi dual SGPs and configuration changes and fail-over nechanisns.
There is, however, no M3UA nessagi ng to manage the status of an SGP
(e.g., SGP-Up/Down/Activel/lnactive nessaging). Wenever an SCTP
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association to an SCGP exists, the SG is assuned to be ready for the
pur poses of responding to M3UA ASPSM nessages.

Every SGP of one SG ASP regardi ng one AS provides identical SS7
connectivity to this ASP

1.4.3 SS7 and MBUA I nt erworking

In the case of SS7 and MBUA inter-working, the M3UA adaptation |ayer
is
designed to provide an extension of the MIP3 defined user primtives.

1.4.3.1 Signalling Gateway SS7 Layers

The SG is responsible for terminating MIP Level 3 of the SS7
pr ot ocol
and offering an | P-based extension to its users.

>From an SS7 perspective, it is expected that the Signalling Gateway
transmits and receives SS7 Message Signalling Units (MSUs) to and
fromthe PSTN over a standard SS7 network interface, using the SS7
Message Transfer Part (MIP) [14,15,16] to provide reliable transport
of

t he nmessages.

As a standard SS7 network interface, the use of MIP Level 2

signal ling

links is not the only possibility. ATM based H gh Speed Links can
al so

be used with the services of the Signalling ATM Adaptation Layer

( SAAL)

[17, 18].

Note: It is also possible for | P-based interfaces to be present,

usi ng

the services of the MIP2-User Adaptation Layer (MUA) [23] or MPA
[].

These nay be termnated at a Signalling Transfer Point (STP) or
Signalling End Point (SEP). Using the services of MIP3, the SG may
be

capabl e of communicating with renote SS7 SEPs in a quasi-associ at ed
fashi on, where STPs may be present in the SS7 path between the SEP
and

the SG

1.4.3.2 SS7 and MBUA Inter-Wrking at the SG

The SGP provides a functional inter-working of transport functions
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bet ween the SS7 network and the IP network by al so supporting the
MBUA

adaptation layer. It allows the transfer of MIP3-User signalling
nmessages to and froman | P-based Application Server Process where the
peer MIP3-User protocol |ayer exists.

The Signalling Gateway must maintain know edge of rel evant SS7 node
and

Signalling Point Managenent Cluster (SPMC) status in their respective
dormains in order to performa seam ess inter-working of the |IP-based
signalling and the SS7 domains. For exanple, SG know edge of the
avai l ability and/ or congestion status of the SPMC and SS7 nodes nust
be

mai nt ai ned and di ssemi nated in the respective networks, in order to
ensure that end-to-end operation is transparent to the comuni cating
SCN protocol peers at the SS7 node and ASP. Were nore than one SGP
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constitutes an SG the know edge of the SGPs nust be coordinated into
an overall SG view.

For SS7 user part nmanagenent, it is required that the MIP3-User
protocols at ASPs receive indications of SS7 signalling point

avai lability, SS7 network congestion, and renote User Part
unavailability as woul d be expected in an SS7 SEP node. To
acconpl i sh

this, the MIP-PAUSE, MIP- RESUME and MIP- STATUS indication prinitives
received at the MIP3 upper layer interface at the SG need to be
propagated to the renote MIP3-User |ower |ayer interface at the ASP
(These indication primtives are also nade avail able to any existing
| ocal MIP3-Users at the SG if present.)

MIP3 managenent nessages (such as TFPs or TFAs received fromthe SS7
net wor k) MJST NOT be encapsul ated as Data nessage Payl oad Data and
sent

either fromSGto ASP or fromASP to SG The SG MJST term nate these
nessages and generate M3UA nessages as appropriate.

1.4.3.3 Application Server

A cluster of application servers is responsible for providing the
overal |l support for one or nore SS7 upper |layers. From an SS7
standpoint, a Signalling Point Managenent C uster (SPMC) provides
conpl ete support for the upper |ayer service for a given point code.
As an exanple, an SPMC providing M3C capabilities nust provide

conpl ete

support for ISUP (and any other MIP3 user |ocated at the point code
of

the SPMC) for a given point code, according to the |ocal SS7 network
speci fications.

This measure is necessary to allow the SGto accurately represent the
signalling point on the |local SS7 network.

In the case where an ASP is connected to nore than one SGP, the MBUA
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| ayer nmust naintain the status of configured SS7 destinations and
route

nmessages according to availability/congestion/restricted status of
t he

routes to these SS7 destinations.

1.4.3.4 | PSP Consi derations

Since I PSPs use MBUA in a point-to-point fashion, there is no concept
of routing of nessages beyond the renote end. Therefore, SS7 and
MBUA

inter-working is not necessary for this nodel

1. 4.4 Redundancy Model s

The network address translation and mapping function of the M3UA

| ayer

supports signalling process fail-over functions in order to support a
high availability of call and transaction processing capability.
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1.4.4.1 Application Server Redundancy

Al'l MIP3-User nessages (e.g., |ISUP, SCCP) incoming to an SG fromthe
SS7 network are assigned to a unique Application Server, based on the
information in the message and the provisioned Routing Keys.

The Application Server is, in practical terns, a list of all ASPs
configured to process a range of MIP3-User traffic defined by one
Routing Key. One or nore ASPs in the list are normally active (i.e.
handling traffic) while any others may be unavail able or inactive, to
be possibly used in the event of failure or unavailability of the
active ASP(s).

The fail-over nodel supports an "n+k" redundancy nodel, where "n"
ASPs

is the m ni num nunber of redundant ASPs required to handle traffic
and

"k" ASPs are available to take over for a failed or unavail able ASP
A

"1+1" activel/back-up redundancy is a subset of this nodel. A sinplex
"1+0" nodel is also supported as a subset, with no ASP redundancy.

At the SGP, an Application Server |ist contains active and inactive
ASPs to support ASP | oad-sharing and fail-over procedures. The |ist
of

ASPs within a | ogical Application Server is kept updated in the SGP
to

reflect the active Application Server Process(es).

To avoid a single point of failure, it is recomended that a m ni mum

of
two ASPs be in the list, resident in separate hosts and therefore
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avail abl e over different SCTP Associations. For exanple, in the
network shown in Figure 1, all nessages to DPC x could be sent to
ASP1

in Host3 or ASPl in Host4. The AS list at SGP1 in Host 1 mght |ook
like the follow ng

Routing Key {DPC=x) - "Application Server #1"
ASP1/ Host3 - State = Active
ASP1/Host3 - State = Inactive

In this "1+1" redundancy case, ASPl in Host3 would be sent any

i ncom ng

nmessage with DPC=x. ASPl in Host4 would normally be brought to the
"active" state upon failure of, or |oss of connectivity to,

ASP1/ Host 1.

The AS List at SGP1 in Hostl might also be set up in | oad-share node:

Routing Key {DPC=x) - "Application Server #1"
ASP1/ Host3 - State = Active
ASPl1/ Host4 - State = Active
In this case, both the ASPs would be sent a portion of the traffic.
For exanple the two ASPs coul d together form a database, where
i ncom ng
queries may be sent to any active ASP

Care nmust be exercised by a Network Operator in the selection of the
routing information to be used as the Routing Key for a particular
AS.
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For exanpl e, where Application Servers are defined using ranges of
| SUP

Cl C values, the Operator is inplicitly splitting up control of the
related circuit groups. Sonme ClC val ue range assi gnnments may
interfere

with ISUP circuit group managenent procedures.

In the process of fail-over, it is recommended that in the case of
ASPs

supporting call processing, stable calls do not fail. It is possible
that calls in "transition"” MAY fail, although neasures of

conmuni cati on

bet ween the ASPs involved can be used to mtigate this. For exanple,
the two ASPs MAY share call state via shared nenory, or MAY use an
ASP

to ASP protocol to pass call state information. Any ASP-to-ASP
protocol to support this function is outside the scope of this
docunent .

1.4.4.2 Signalling Gateway Redundancy
Signalling Gateways MAY al so be distributed over nultiple hosts

Much
like the AS nodel, SGs mamy conprise one or nore SG Processes (SGPs),
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distributed over one or nore hosts, using an active/back-up or a
Lﬁgg;ng nmodel . Al so, every SGP within an SG conmunicating with an
Q?Evides i dentical SS7 connectivity to this ASP. Should an SGP | ose
gllpartial SS7 connectivity and other SGPs exist, the SGP SHOULD
term nate the SCTP associations to the concerned ASPs.

It is therefore possible for an ASP to route signalling nessages

destined to the SS7 network using nore than one SGP. In this nodel,
a

Signalling Gateway is deployed as a cluster of hosts acting as a
singl e

SG A primary/back-up redundancy nodel is possible, where the
unavailability of the SCTP association to a primary SGP could be used
to reroute affected traffic to an alternate SGP. A | oad-sharing
nodel

i s possible, where the signalling nessages are | oad-shared between
mul tiple SGPs. The distribution of the MIP3-user messages over the
SGPs shoul d be done in such a way to mnimze nmessage m s-sequenci ng,
as required by the SS7 User Parts.

It may al so be possible for an ASP to use nore than one SG to access
a

specific SS7 end point, in a nodel that resenbles an SS7 STP nat ed
pair. Typically, SS7 STPs are deployed in mated pairs, with traffic
| oad- shared between them Oher nodels are al so possible, subject to
the limtations of the |ocal SS7 network provisioning guidelines.

>From the perspective of the MBUA | ayer at an ASP, a particular SGis
capabl e of transferring traffic to an SS7 destination if an SCTP
association with at | east one SGP of the SGis established, the SGP
has

returned an acknow edgenment to the ASP to indicate that the ASP is
actively handling traffic for that destination, and the SGP has not

i ndi cated that the destination is inaccessible. Wen an ASP is
configured to use nultiple SGPs for transferring traffic to the SS7
network, the ASP must maintain know edge of the current capability of
the SGPs to handle traffic to destinations of interest. This
information is crucial to the overall reliability of the service, for
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both active/back-up and | oad-sharing nodel, in the event of failures,

recovery and nmintenance activities. The ASP M3UA may al so use this
i nformati on for congestion avoi dance purposes. The distribution of
t he

MIP3- user messages over the SGPs should be done in such a way to

m nim ze nessage n s-sequencing, as required by the SS7 User Parts.

1.4.5 Flow Contro

Local Managenent at an ASP may wi sh to stop traffic across an SCTP
association in order to tenporarily renove the association from
service

or to performtesting and naintenance activity. The function could
optionally be used to control the start of traffic on to a newy

CR page 24



avai |l abl e SCTP associ ati on
1.4.6 Congesti on Managenent

The MBUA layer is inforned of local and | P network congestion by
neans

of an inpl ementation-dependent function (e.g., an inplenmentation-
dependent indication fromthe SCTP of |IP network congestion).

At an ASP or | PSP, the MBUA | ayer indicates congestion to |ocal MIP3-
Users by neans of an MIP- STATUS primtive, as per current MIP3
procedures, to invoke appropriate upper |ayer responses.

When an SG deternines that the transport of SS7 nessages to a

Signal ling Poi nt Managenent Cluster (SPMC) is encountering
congesti on,

the SG MAY trigger SS7 MIP3 Transfer Controlled managenent nessages
to originating SS7 nodes, per the congestion procedures of the

rel evant

MIP3 standard. The triggering of SS7 MIP3 Managenent nessages from an
SG is an inpl enentation-dependent function

The MBUA | ayer at an ASP or | PSP should indicate |ocal congestion to
an

MBUA peer with an SCON nessage. Wien an SG receives a congestion
message (SCON) from an ASP, and the SG determ nes that an SPMC i s now
encountering congestion, it MAY trigger SS7 MIP3 Transfer Controlled
managenment nmessages to concerned SS7 destinations according to
congestion procedures of the rel evant MIP3 standard.

1.4.7 SCTP Stream Mappi ng.

The MBUA | ayer at both the SGP and ASP al so supports the assignnment
of

signalling traffic into streanms within an SCTP association. Traffic
that requires sequencing nust be assigned to the sane stream To
acconplish this, MIP3-User traffic nay be assigned to individua
streams based on, for exanple, the SLS value in the MIP3 Routing
Label

or the ISUP CI C assignnent, subject of course to the nmaxi mnum nunber
of

streanms supported by the underlying SCTP associ ation

The use of SCTP streanms within M3UA is reconmended in order to
mnimze

transm ssion and buffering del ays, therefore inproving the overal
performance and reliability of the signalling elenments. The

di stribution of the MIP3 user nessages over the various streans
shoul d
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be done in such a way to mnininize message m s-sequencing, as required
by the SS7 User Parts.

1.4.8 dient/Server Nodel
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It is recoomended that the SGP and ASP be able to support both client
and server

operation. The peer endpoints using M3UA SHOULD be configured so that
one al ways

takes on the role of client and the other the role of server for
initiating SCTP

associ ations. The default orientation would be for the SGP to take on
the role

of server while the ASP is the client. In this case, ASPs SHOULD
initiate the

SCTP association to the SGP

In the case of IPSP to | PSP communi cati on, the peer endpoints using
MBUA SHOULD be configured so that one always takes on the role of
client and the other the role of server for initiating SCTP

associ ations.

The SCTP Regi stered User Port Number Assignment for M3UA is 2905.

1.5 Sanpl e Configurations

1.5.1 Exanple 1: |SUP Message Transport

*kkkkkk*x 887 R I b I b b I I I IP *kkkk k)%
* SEP *--------- * SGP R * ASP *
kkkkkk*k*%x kkhkkkhkkhkkhkkhkkhkhkkhkkkh*k*kx kkkkkk*k*%x
Fomm o + B +
| 1SUP | (NIF) | ISUP

Fomm o + B B SR + B +
| MIP3 | | MIP3 | | MBUA | | MBUA

S e | S e + oo + S e +
| MIP2 | | MIP2 | | SCTP | | SCTP

Fomm o + B + oo + B +
| L1 | | L1 | | P | | IP |
Fommmm + Fommmm S + Fommmm +

SEP - SS7 Signalling End Point
SCTP - Stream Control Transm ssion Protoco
NI F - Nodal Inter-working Function

In this exanple, the SGP provides an inpl enentation-dependent noda
inter-working function (NIF) that allows the M3C to exchange SS7
signalling nmessages with the SS7-based SEP. The NIF within the SGP
serves as the interface within the SG°P between the MIP3 and M3UA
Thi s

nodal inter-working function has no visible peer protocol with either
the MC or SEP. It also provides network status infornation to one
or

both sides of the network.
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For internal SGP nodeling purposes, at the NIF level, SS7 signalling
nmessages that are destined to the M3C are recei ved as MIP- TRANSFER
indication prinmitives fromthe MIP Level 3 upper |ayer interface,
transl ated to MIP- TRANSFER request primtives, and sent to the |oca
MBUA-r esi dent nessage distribution function for ongoing routing to

t he

final I P destination. Messages received fromthe |ocal MUA network
address translation and mappi ng functi on as MIP- TRANSFER i ndi cati on
primtives are sent to the MIP Level 3 upper l|layer interface as MIP-
TRANSFER request primtives for on-going MIP Level 3 routing to an
SSs7

SEP. For the purposes of providing SS7 network status information

t he

NI F al so delivers MIP-PAUSE, MIP-RESUME and MIP- STATUS i ndi cati on
primtives received fromthe MIP Level 3 upper |ayer interface to the
| ocal MBUA-resident managenent function. In addition, as an

i mpl ement ati on and network option, restricted destinations are
communi cated from MIP net work nanagenent to the | ocal MUA-resi dent
managenent function.

1.5.2 Exanple 2: SCCP Transport between | PSPs

kkkkkkk*k IP kkkkkkk*k
* | PSP * * | PSP *
*kkkkkhk* *kkkkkk*
Hmemmm - + S e +
| SCCP- | | SCCP-

| User | | User

[ + [ +
| SCCP | | SsccP

Hmemmm - + S e +
| MBUA | | MBUA |
[ + [ +
| SCTP | | SCTP

[ + [ +
| 1P | | 1P |
Hmemmm - + S e +

Thi s exanpl e shows an architecture where no Signalling Gateway is
used.

In this exanple, SCCP nessages are exchanged directly between two |P-
resident IPSPs with resident SCCP-User protocol instances, such as
RANAP or TCAP. SS7 network inter-working is not required, therefore
there is no MIP3 network managenent status information for the SCCP
and

SCCP- User protocols to consider. Any MIP-PAUSE, MIP-RESUME or MIP-
STATUS i ndi cations fromthe M3UA | ayer to the SCCP | ayer should
consider the status of the SCTP Associ ation and underlying |IP network
and any congestion information received fromthe renpte site.

Si debott om et al [ Page
22]

CR page 27



Internet Draft SS7 MIP3- User Adaptation Layer Jul 2001

1.5.3 Exanple 3: SGP Resident SCCP Layer, with Renote ASP

*kkkkk*kx 887 BRI b b b I I I IP *kkkk k)%
* SEP K o o e e e = - * Ko o e o - - - * *
* or * * SGP * * ASP *
* STP * * * * *
*kkkkkkx BRI S b b I I I *kkkk k)%
+--- - + B T I + +--- - +
| SCCP-| | SCCP | | SCCP-|
| User | R LR R + | User

[ + | | [ +
| SCCP | | | | SCCP |
+--- - + +--- - +- e - - + +--- - +
| MIP3 | | MIP3 | | MBUA | | MBUA |
[ | [ + - - - + [ +
| MIP2 | | MIP2 | | SCTP | | SCTP |
+o- oo - + +o- - - + - - + +o- - - +
| L1 | | L1 | | P | | P |
+--- - + +--- - + +------ + +--- - +

STP - SS7 Signalling Transfer Point

In this exanple, the SGP contains an instance of the SS7 SCCP

pr ot ocol

| ayer that nay, for exanple, performthe SCCP Gobal Title
Transl ati on

(GIT) function for nmessages logically addressed to the SG SCCP. If
t he

result of a GIT for an SCCP nessage yields an SS7 DPC or DPC/ SSN
address of an SCCP peer located in the IP dormain, the resulting MIP-
TRANSFER request primtive is sent to the local MBUA-resident network
address transl ati on and mappi ng function for ongoing routing to the
final I P destination.

Simlarly, the SCCP instance in an SGP can performthe SCCP GIT
service

for messages logically addressed to it from SCCP peers in the IP
domain. In this case, MIP-TRANSFER indication prinmitives are sent
from

the | ocal M3UA-resident network address translation and nappi ng
function to the SCCP for GIT. |If the result of the GIT yields the
address of an SCCP peer in the SS7 network then the resulting MIP-
TRANSFER request primitive is given to the MIP3 for delivery to an
SS7-

resi dent node.

It is possible that the above SCCP GIT at the SGP could yield the
address of an SCCP peer in the IP domain and the resulting MIP-
TRANSFER

request prinmtive would be sent back to the M3UA | ayer for delivery
to

an | P destination.

For internal SGP nodeling purposes, this may be acconplished with the
use of an inplenentation-dependent nodal inter-working function
within
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the SGP that effectively sits below the SCCP and routes MIP- TRANSFER
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request/indicati on nessages to/fromboth the MIP3 and the MBUA | ayer,
based on the SS7 DPC or DPC/ SSN address information. This nodal
inter-

wor ki ng function has no visible peer protocol with either the ASP or
SEP.

Note that the services and interface provided by the MBUA | ayer are
tsgsrg as in Exanple 1 and the functions taking place in the SCCP
Zp:el txr/ansparent to the MBUA |ayer. The SCCP protocol functions are
pg:)roduced in the MBUA protocol.

1.6 Definition of MBUA Boundari es
1.6.1 Definition of the Boundary between M3UA and an MIP3- User.
>From | TU Q 701 [14]:

MI'P- TRANSFER r equest
MI'P- TRANSFER i ndi cati on
MI'P- PAUSE i ndi cati on
MI'P- RESUVE i ndi cati on
MI'P- STATUS i ndi cati on

1.6.2 Definition of the Boundary between M3UA and SCTP

An exanpl e of the upper layer prinmitives provided by the SCTP are
provided in Reference [13] Section 10.

1.6.3 Definition of the Boundary between MBUA and Layer Managenent

M SCTP_ESTABLI SH r equest

Direction: LM-> M3UA

Purpose: LM requests ASP to establish an SCTP association with its
peer.

M STCP_ESTABLI SH confirm

Direction: M3UA -> LM

Pur pose: ASP confirns to LMthat it has established an SCTP
association with its peer.

M SCTP_ESTABLI SH i ndi cati on

Direction: M3UA -> LM

Purpose: MBUA inforns LMthat a renote ASP has established an SCTP
associ ati on.

M SCTP_RELEASE r equest

Direction: LM-> M3UA

Pur pose: LM requests ASP to rel ease an SCTP association with its
peer.
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M SCTP_RELEASE confirm

Direction: M3UA -> LM

Purpose: ASP confirms to LMthat it has rel eased SCTP associ ation
with its peer.

M SCTP_RELEASE i ndi cati on

Direction: M3UA -> LM

Purpose: MBUA informs LMthat a renmote ASP has rel eased an SCTP
Associ ation or the SCTP association has fail ed.

M SCTP_STATUS r equest

Direction: LM-> MBUA

Pur pose: LM requests MBUA to report the status of an SCTP
associ ati on.

M SCTP_STATUS confirm
Direction: M3UA -> LM
Pur pose: MUA responds with the status of an SCTP associ ati on.

M SCTP STATUS i ndi cati on
Direction: M3UA -> LM
Pur pose: MBUA reports the status of an SCTP associ ation.

M ASP_STATUS r equest
Direction: LM-> M3UA
Purpose: LM requests M3UA to report the status of a local or

renot e

ASP.

M ASP_STATUS confirm
Direction: M3UA -> LM
Purpose: M3UA reports status of | ocal or renote ASP.

M AS_STATUS r equest
Direction: LM-> M3UA
Pur pose: LM requests MBUA to report the status of an AS.

M AS_STATUS confirm
Direction: M3UA -> LM
Pur pose: MBUA reports the status of an AS.

M NOTI FY i ndi cation

Direction: M3UA -> LM

Purpose: MBUA reports that it has received a Notify nessage
fromits peer.

M ERROR i ndi cati on

Direction: M3UA -> LM

Pur pose: MBUA reports that it has received an Error nessage from
its peer or that a | ocal operation has been unsuccessful.
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M ASP_UP r equest

Direction: LM-> M3UA

Purpose: LMrequests ASP to start its operation and send an ASP Up
nmessage to its peer.

M ASP_UP confirm

Direction: M3UA -> LM

Pur pose: ASP reports that is has received an ASP UP Ack nessage

from

its peer.

M ASP_UP i ndi cation
Direction: M3UA -> LM
Pur pose: MBUA reports it has successfully processed an inconi ng
ASP
Up nessage fromits peer.

M ASP_DOWN r equest
Direction: LM-> M3UA
Pur pose: LM requests ASP to stop its operation and send an ASP-
Down
nmessage to its peer.

M ASP_DOMWN confirm

Direction: M3UA -> LM

Pur pose: ASP reports that is has received an ASP Down
Ack message fromits peer.

M ASP_DOWN i ndi cati on
Direction: M3UA -> LM
Purpose: MUA reports it has successfully processed an inconi ng
ASP
Down nessage fromits peer, or the SCTP association has
been | ost/reset.

M ASP_ACTI VE r equest

Direction: LM-> M3UA

Pur pose: LM requests ASP to send an ASP Active nessage to its
peer.

M ASP_ACTI VE confirm

Direction: M3UA -> LM

Purpose: ASP reports that is has received an ASP Active
Ack nessage fromits peer.

M ASP_ACTI VE i ndi cation
Direction: M3UA -> LM
Pur pose: MBUA reports it has successfully processed an inconi ng
ASP
Active nessage fromits peer.

M ASP_I NACTI VE r equest

Direction: LM-> M3UA

Pur pose: LM requests ASP to send an ASP Inactive nessage to its
peer.
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M ASP_I NACTI VE confirm

Direction: LM-> M3UA

Pur pose: ASP reports that is has received an ASP | nactive
Ack nessage fromits peer.

M ASP_I NACTI VE i ndi cati on
Direction: M3UA -> LM
Purpose: MUA reports it has successfully processed an inconi ng

ASP

I nactive nessage fromits peer.

M AS_ACTI VE i ndi cation
Direction: M3UA -> LM
Pur pose: MBUA reports that an AS has noved to the AS-ACTI VE state.

M AS_| NACTI VE i ndi cati on
Direction: M3UA -> LM
Purpose: MBUA reports that an AS has noved to the AS-1NACTI VE

st at e.

| f

M AS_DOMN i ndi cati on
Direction: M3UA -> LM
Purpose: MUA reports that an AS has noved to the AS-DOM st ate.

dynam c registration of RKis supported by the M3UA | ayer, the

| ayer
MAY support the follow ng additional prinmtives:

M RK_REG r equest
Direction: LM-> M3UA
Purpose: LM requests ASP to register RK(s) with its peer by

sendi ng

REG REQ nessage

M RK_REG confirm

Direction: M3UA -> LM

Purpose: ASP reports that it has received REG RSP nessage with
regi stration status as successful fromits peer.

M RK_REG i ndi cati on

Direction: M3UA -> LM

Purpose: MBUA informs LMthat it has successfully processed an
i ncomi ng REG REQ nessage.

M RK_DEREG r equest

Direction: LM-> M3UA

Purpose: LM requests ASP to de-register RK(s) with its peer by
sendi ng DEREG REQ nessage.

M RK_DEREG confirm
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Direction: M3UA -> LM
Purpose: ASP reports that it has received DEREG REQ nessage with
de-
regi stration status as successful fromits peer.
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M RK_DEREG i ndi cati on

Direction: M3UA -> LM

Purpose: MBUA inforns LMthat it has successfully processed an
i ncomi ng DEREG REQ fromits peer.

2.0 Conventions

The keywords MJUST, MJST NOT, REQUI RED, SHALL, SHALL NOT, SHOULD,
SHOULD

NOT, RECOMVENDED, NOT RECOMMENDED, MAY, and OPTI ONAL, when they
appear

in this docunent, are to be interpreted as described in [RFC2119].

3. MBUA Protocol Elenents

The general MUA nessage format includes a Conmon Message Header
foll owed by zero or nore paraneters as defined by the Message Type.
For forward conmpatibility, all Message Types nay have attached
paraneters even if none are specified in this version.

3.1 Common Message Header

The protocol nmessages for MIP3-User Adaptation require a nmessage
header

whi ch contains the adaptation |ayer version, the nessage type, and
nmessage | engt h.

0 1 2 3
01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S
| Ver si on | Reserved | Message Class | Message Type |
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Message Length |
B o i s o s R e e S e e i T el st SN U S S S e S S
\ \
/ /
Al fields in an M3UA nessage MJST be transnitted in the network byte
order, unless otherw se stated.

3.1.1 MBUA Protocol Version: 8 bits (unsigned integer)

The version field contains the version of the M3UA adaptation
| ayer.

The supported versions are the follow ng:
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3.1.2 Message O asses and Types
The following Iist contains the valid Message C asses:
Message Class: 8 bits (unsigned integer)
The following Iist contains the valid Message Type C asses:

Managenent (MGMI) Message

Transfer Messages

SS7 Signalling Network Managenent (SSNM Messages
ASP St ate Mintenance (ASPSM) Messages

ASP Traffic Miintenance (ASPTM) Messages

Reserved for Qther Sigtran Adaptation Layers
Reserved for Qther Sigtran Adaptation Layers
Reserved for OQther Sigtran Adaptation Layers
Reserved for OQther Sigtran Adaptation Layers
Routi ng Key Managenent (RKM Messages

10 to 127 Reserved by the I ETF

128 to 255 Reserved for | ETF-Defi ned Message C ass extensions

O©CoO~NOOUIAWNEFEO

Message Type: 8 bits (unsigned integer)

The following Iist contains the nessage types for the defined
nessages.

Managenent (MGMI) Messages (See Section 3.6)

0 Error (ERR)
1 Notify (NTFY)
2 to 127 Reserved by the | ETF
128 to 255 Reserved for | ETF-Defi ned MGMI ext ensi ons

Transfer Messages (See Section 3.3)

0 Reserved
1 Payl oad Dat a ( DATA)
2 to 127 Reserved by the | ETF
128 to 255 Reserved for | ETF-Defined Transfer extensions

SS7 Signalling Network Managenent (SSNM Messages (See Section
3.4)

Reserved

Desti nati on Unavail abl e ( DUNA)
Destinati on Avail abl e ( DAVA)
Destination State Audit (DAUD)
SS7 Networ k Congestion ( SCON)

A WNPFO
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5 Destination User Part Unavail abl e ( DUPU)
6 Destination Restricted (DRST)
7 to 127 Reserved by the | ETF
128 to 255 Reserved for | ETF-Defined SSNM ext ensi ons
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ASP State Mintenance (ASPSM) Messages (See Section 3.5)

Reserved
ASP Up (ASPUP)
ASP Down ( ASPDN)
Heart beat ( BEAT)
ASP Up Acknow edgenent (ASPUP ACK)
ASP Down Acknow edgenent (ASPDN ACK)
Heat beat Acknow edgenent (BEAT ACK)
7 to 127 Reserved by the | ETF
128 to 255 Reserved for | ETF-Defined ASPSM ext ensi ons

O WNEO

ASP Traffic Maintenance (ASPTM Messages (See Section 3.5)

Reserved
ASP Active (ASPAQ)
ASP | nactive (ASPIA)
ASP Active Acknow edgenent (ASPAC ACK)
ASP I nactive Acknow edgenent (ASPI A ACK)
5 to 127 Reserved by the | ETF
128 to 255 Reserved for | ETF-Defined ASPTM extensi ons

AWNFO

Routi ng Key Managenent (RKM Messages (See Section 3.7)

Reserved
Regi strati on Request (REG REQ
Regi strati on Response (REG RSP)
Der egi strati on Request (DEREG REQ
Deregi strati on Response ( DEREG RSP)
5 to 127 Reserved by the | ETF
128 to 255 Reserved for | ETF-Defined RKM extensions

AWNFO

3.1.3 Reserved: 8 bits

The Reserved field SHOULD be set to all '0's and ignored by the
receiver.

3.1.4 Message Length: 32-bits (unsigned integer)

The Message Length defines the length of the nmessage in octets,

i ncl udi ng the Common Header. For nessages with a final paraneter
cont ai ni ng paddi ng, the paraneter paddi ng MJST be included in the
Message Lengt h.

Note: A receiver SHOULD accept the nmessage whet her or not the

final
paraneter padding is included in the nessage |ength.
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3.2 Vari abl e-Length Paranet er For mat

MBUA nessages consi st of a Common Header followed by zero or nore
vari able length paranmeters, as defined by the nessage type. Al the
paraneters contained in a message are defined in a Tag-Length-Val ue
format as shown bel ow.

0 1 2 3
01234567890123456789012345678901
B e i i o e S e e e S e e T i T e S i e e i o i

| Par anet er Tag | Par anmet er Length
B o i s o s e e S e I aais sl et ST SN U S S S S S S

\ \
/ Par anet er Val ue /
\ \
B o i s o s e e S e I aais sl et ST SN U S S S S S S
Where nore than one parameter is included in a nessage, the

par aneters

may be in any order, except where explicitly mandated. A receiver
SHOULD accept the paraneters in any order

Paraneter Tag: 16 bits (unsigned integer)

The Tag field is a 16-bit identifier of the type of paraneter. It
takes a value of 0 to 65534. Comon paraneters used by adaptation
|l ayers are in the range of 0x00 to Oxff. MBUA- speci fic
par aneters
have Tags in the range 0x80 to Oxbf. The paranmeter Tags defined
are
as foll ows:

0x00 Reserved

0x80 Net wor k Appear ance
0x81 Protocol Data 1

0x82 Protocol Data 2

0x04 INFO String

0x83 Af fected Destinations
0x06 Rout i ng Cont ext

0x07 Di agnostic I nformation
0x09 Heart beat Dat a

0x84 User/ Cause

Ox0a Reason

0x0b Traffic Mbde Type

0x0c Error Code

oxod St at us

0x85 Congestion I ndications
0x86 Concerned Destination
0x87 Rout i ng Key

0x88 Regi strati on Result
0x89 De-registration Result
Ox8a Local _Routing Key ldentifier
0x8b Desti nati on Poi nt Code
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0ox8d Subsyst em Nunber s
Ox8e Originating Point Code List
0Ox8f Crcuit Range
0x90 Regi stration Results
0x91 De- Regi stration Results

0x92 to ffff... Reserved by the | ETF

The val ue of 65535 is reserved for | ETF-defined extensions.

Val ues
ot her than those defined in specific paraneter description are
reserved for use by the I ETF.

Paraneter Length: 16 bits (unsigned integer)

The Paraneter Length field contains the size of the paraneter in
bytes, including the Paranmeter Tag, Paraneter Length, and

Par anmet er
Val ue fields. The Parameter Length does not include any paddi ng
byt es.

Par anet er Val ue: vari abl e-1 engt h.

The Paraneter Value field contains the actual information to be
transferred in the paraneter.

The total length of a paranmeter (including Tag, Paraneter Length
and
Val ue fields) MUST be a multiple of 4 bytes. If the length of the
paraneter is not a nultiple of 4 bytes, the sender pads the
Paraneter at the end (i.e., after the Paraneter Value field) with
all zero bytes. The length of the padding is NOT included in the
paranmeter length field. A sender SHOULD NOT pad with nore than 3
bytes. The receiver MJST ignore the paddi ng bytes.

3.3 Transfer Messages

The follow ng section describes the Transfer nessages and paraneter
contents.

3.3.1 Payl oad Data Message (DATA)

The DATA nessage contains the SS7 MIP3-User protocol data, which is
an

MI'P- TRANSFER primtive, including the conplete MIP3 Routing Label
The

DATA nessage contains the follow ng variable | ength paraneters:

Net wor k Appear ance Opt i onal
Protocol Data 1 or 2 Mandat ory
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The followi ng format MJST be used for the Data Message:

0 1 2 3
01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S

| Tag = 0x80 | Length = 8

B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Net wor k Appear ance

B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = 0x81 or 0x82 | Length

B e i i o e S e e S e i o o e e S e et S TRIE I S S

\ \
/ Pr ot ocol Data /
\ \
B o i s o s R e e S e e i T el st SN U S S S e S S

Net wor k Appearance: 32-bits (unsigned integer)

The optional Network Appearance paraneter identifies the SS7

net wor k
context for the message, for the purposes of logically separating
the signalling traffic between the SGP and the ASP over a common
SCTP association. An exanple is where an SGis logically
partitioned to appear as an elenent in four different national SS7
net wor ks.

I n a DATA nmessage, the Network Appearance inplicitly defines the
SSs7

Poi nt Code format used, the SS7 Network Indicator value, and the

MIP3 and possibly the MIP3-User protocol type/variant/version used

within the SS7 network partition. Were an SG operates in the

context of a single SS7 network, or individual SCTP associ ations
are

dedi cated to each SS7 network context, the Network Appearance

paraneter is not required. |In other cases the paraneter MJST be

i ncl uded.

The Network Appearance paraneter value is of |ocal significance
only, coordi nated between the SGP and ASP. Therefore, in the case
where an ASP is connected to nore than one SGP, the same SS7

net wor k
context may be identified by different Network Appearance val ues
dependi ng over which SGP a nessage is being transnitted/received.

Where the optional Network Appearance paraneter is present, it
nust

be the first paraneter in the nessage as it defines the format of

the Protocol Data field
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One of two possible Protocol Data paranmeters are included in a
DATA
nmessage: Protocol Data 1 or Protocol Data 2.
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Protocol Data 1 or 2: variable length

The Protocol Data 1 parameter contains the original SS7 MIP3
nmessage, including the Service Information Cctet and Routing
Label

The Protocol Data 1 parameter contains the follow ng fields:

Service Information Cctet. |ncludes:
Servi ce |Indicator,
Net wor k | ndi cat or,
and Spare/Priority codes.

Routi ng Label . | ncl udes:
Desti nation Point Code,
Originating Point Code,
And Signalling Link Sel ection Code (SLS)

User Protocol Data. Includes:
MIP3- User protocol elements (e.g., |SUP, SCCP, or TUP
paraneters).

The Protocol Data 2 paraneter contains all the infornmation in

Protocol Data 1 as described above, plus the MIP2 Length | ndicator

octet. The MIP2 Length Indicator (LI) octet appears before the
SIO

and Routing Label information. The MIP2 Length Indicator octet is

required for sone national MIP variants that use the spare bits in

the LI to carry additional information of interest to the MIP3 and

MIP3-User (e.g., the Japan TTC standard use of LI spare bits to

i ndi cate nessage priority)

The Payload Data format is as defined in the rel evant MIP
st andar ds
for the SS7 protocol being transported. The format is either
inplicitly known or identified by the Network Appearance
par anet er .
Note: In the SS7 Reconmendations, the format of the nessages and
fields within the nessages are based on bit transni ssion order
In
these reconmendations the Least Significant Bit (LSB) of each
field
is positioned to the right. The received SS7 fields are popul at ed
octet by octet as received into the 4-octet word as shown in the
t wo
exanpl es bel ow.

For the ANSI protocol exanple, the Protocol Data 1 field format is
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0 1 2 3

01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S
| SIO | DPC Menber | DPC Cluster | DPC Network |
B e s s i o e S e e
OPC Menber | OPC Cluster | OPC Network | SLS |
I it e S S e S T e it it s SR SR e e S e

|

+-

\ \
/ Prot ocol Data /
\ \
+- +

T S S i St S i St R S it SRR N e SR

Wthin each octet the Least Significant Bit (LSB) per the SS7
Reconmendations is to the right (e.g., bit 7 of SIOis the LSB).

For the I TU international protocol exanple (with the 3/8/3 Point
Code format), the Protocol Data 1 field is shown bel ow

0 1 2 3

01234567890123456789012345678901
B e i i o e S e e e e i T i e e S e et s TRIE I e S
| Sl O | DPC | DPC | OPC| DPC | DPC | oPC | @
| | Region *| SP *| SP*| Zone*| reg.| Region 1
B Tt ol I S e S e el it I S SRR R e S S e e S i s S
| SLS | OPC |$] Pr ot ocol |
| *| Zone*| | Dat a |
B o i ol ik si S S S S S e T e S T it ST S TR R R S e e s i i 5

* marks LSB of each field; @= OPC SP MsB; $ = OPC regi on MSB

3.4 SS7 Signalling Network Managenent (SSNM) Messages
3.4.1 Destination Unavail abl e ( DUNA)

The DUNA nessage is sent fromall SGPs in an SGto all concerned ASPs
to indicate that the SG has deternined that one or nore SS7
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destinations are unreachable. It is also sent by an SGP in response
to

a nmessage fromthe ASP to an unreachabl e SS7 destination. As an

i npl enentation option the SG may suppress the sendi ng of subsequent
"response” DUNA nessages regarding a certain unreachabl e SS7
destination for a certain period in order to give the renote side
tinme

to react. The MIP3-User at the ASP is expected to stop traffic to the
affected destination through the SGPs initiating the DUNA nessage as
per the defined MIP3-User procedures.
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The DUNA nessage contains the follow ng paraneters:

Net wor k Appear ance Opt i onal
Af fected Destinations Mandat ory
I NFO String Opt i onal

The format for DUNA Message paraneters is as foll ows:

0 1 2 3

01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = 0x80 | Length =8 |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Net wor k Appear ance |
B e s s i o e S e e
| Tag = 0x83 | Length |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Mask | Affected DPC 1 |
B e s s i o e S e e

—~

\

/

\

B o i s o s R e e S e e i T el st SN U S S S e S S
| Mask | Affected DPC n |
B e s s i o e S e e
| Tag = 0x04 | Length |
B o i s o s R e e S e e i T el st SN U S S S e S S
\
/
\
+-

I NFO String >
B i S S T T i S S s sl +-§+
Net wor k Appear ance: 32-bit unsigned integer
See Section 3.3.1
Af fected Destinations: n x 32-bits
The Affected Destinations paraneter contains up to sixteen
Af fected

Destination Point Code fields, each a three-octet parameter to
al | ow
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for 14-, 16- and 24-bit binary formatted SS7 Poi nt Codes.

Af fected
Poi nt Codes that are |less than 24-bits, are padded on the left to
the 24-bit boundary. The encoding is shown below for ANSI and | TU
Poi nt Code exanpl es.
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ANSI 24-bit Point Code:

0 1 2 3
0123456789012345678901234567890
1

T e T R e e S e S S S Tt ik T SEIE HIE N SR SR R S R R e S i e

+- +
Mask Net wor k | Cl uster | Menmber
R ol ot S S e o e et oIt R IR R TR TR T sl sl S S S S S S o

+- +
[MBB- - - - - - m e e oo

LSB|

I TU 14-bit Point Code:
0 1 2 3
0123456789012345678901234567890
1

T e T R e e S e S S S Tt ik T SEIE HIE N SR SR R S R R e S i e

+- +
Mask |[O0OOO0OO0OOOO0 0 0] Zone | Regi on | SP
R ol ot S S e o e et oIt R IR R TR TR T sl sl S S S S S S o

+- +
[ MBB--------mmee - - -

LSB|

It is optional to send an Affected Destinations paraneter with
nor e

than one Affected DPC but it is mandatory to receive and process
it.

Al'l the Affected DPCs included must be within the sanme Network

Appearance. Including nultiple Affected DPCs nay be useful when

reception of an MIP3 managenent nessage or a |inkset event

sinmultaneously affects the availability status of a list of

destinations at an SG

Mask: 8-bits (unsigned integer)

The Mask field associated with each Affected DPC in the Affected
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Destinations paraneter, used to identify a contiguous range of

Affected Destination Point Codes, independent of the point code

format. ldentifying a contiguous range of Affected DPCs may be

useful when reception of an MIP3 managenent nessage or a |inkset

event sinultaneously affects the availability status of a series
of

destinations at an SG  For exanple, if all DPCs in an ANS
cluster

are determ ned to be unavail abl e due to | ocal I|inkset

unavailability, the DUNA could identify potentially 256 Affected

DPCs in a single Affected DPC field.

The Mask paraneter represents a bit mask that can be applied to
t he
related Affected DPC field. The bit mask identifies how nany bits
of the Affected DPC field are significant and which are
effectively
"wi |l dcarded". For exanple, a mask of "8" indicates that the |east
significant eight bits of the DPCis "w ldcarded". For an ANS
24-
bit Affected DPC, this is equivalent to signalling that all DPCs
in
an ANSI Cluster are unavailable. A mask of "3" indicates that the
| east significant three bits of the DPCis "w ldcarded". For a
14-
bit 1TU Affected DPC, this is equivalent to signaling that an I TU
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Regi on is unavail able. A nask value equal to the nunber of bits in
the DPC indicates that the entire network appearance is affected 0
this is used to indicate network isolation to the ASP

INFO String: variable |length

The optional INFO String paraneter can carry any 8-bit ASCI

character string along with the nmessage. Length of the |INFO

String paraneter is fromO to 255 characters. No procedures are

presently identified for its use but the INFO String MAY be used
by

Operators to identify in text formthe location reflected by the

Affected DPC for debuggi ng purposes.

3.4.2 Destination Avail abl e (DAVA)

The DAVA nessage is sent fromthe SG° to all concerned ASPs to

i ndi cate

that the SG has deternmined that one or nore SS7 destinations are now
reachabl e (and not restricted), or in response to a DAUD nessage if
appropriate. The ASP MIP3-User protocol is informed and may now
resune

traffic to the affected destination. The ASP MBUA | ayer routes the
MIP3_user traffic through the SGP(s) initiating the DAVA nessage.

The DAVA nessage contains the follow ng paraneters:

Net wor k Appear ance Opti ona
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Affected Destinations Mandat ory
I NFO String Opt i onal

The format and description of the Network Appearance, Affected
Destinations and INFO String paraneters is the sanme as for the DUNA
nmessage (See Section 3.4.1).

3.4.3 Destination State Audit (DAUD)

The DAUD nessage MAY be sent fromthe ASP to the SGP to audit the
avail ability/congestion state of SS7 routes to one or nore affected
destinations.

The DAUD nessage contains the follow ng paraneters:

Net wor k Appear ance Opt i onal
Af fected Destinations Mandat ory
I NFO String Opt i onal

The format and description of DAUD Message paraneters is the sane as
for the DUNA nessage (See Section 3.4.1).

3.4.4 SS7 Network Congestion (SCON)
The SCON nessage can be sent fromthe SG° to all concerned ASPs to

i ndi cate congestion in the SS7 network to one or nore destinations,
or

Si debottom et al [ Page
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to an ASP in response to a DATA or DAUD nessage as appropriate. For
some MIP protocol variants (e.g., ANSI MIP) the SCON nessage may be

sent when the SS7 congestion |evel changes. The SCON nessage MAY

al so

be sent fromthe M3UA | ayer of an ASP to an M3UA peer indicating that
the MBUA | ayer or the ASP is congest ed.

The SCON nessage contains the foll owi ng paraneters:

Net wor k Appear ance Opt i onal
Af fected Destinations Mandat ory
Concerned Destination Opt i onal
Congestion I ndications Opt i onal
I NFO String Opt i onal

The format for SCON Message paraneters is as foll ows:

0 1 2 3

01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = 0x80 | Length =8 |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Net wor k Appear ance |
B e s s i o e S e e

| Tag = 0x83 | Length |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Mask | Affected DPC 1 |
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B o i s o s R e e S e e i T el st SN U S S S e S S
\ \
/ /
\ \
B o i s o s R e e S e e i T el st SN U S S S e S S
| Mask | Affected DPC n |
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Tag = 0x86 | Length

B o i s o s R e e S e e i T el st SN U S S S e S S
| reserved | Concer ned DPC

B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = 0x85 | Length

B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Reserved | Cong. Level

B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = 0x04 Lengt h

B e i i o e S e e S e i o o e e S e et S TRIE I S S
\ \
/ I NFO String /
\ \
B e i i o e S e e S e i o o e e S e et S TRIE I S S

The format and description of the Network Appearance, Affected
Destinations, and INFO String paraneters is the sane as for the DUNA
nmessage (See Section 3.4.1).

Si debott om et al [ Page
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The Affected Destinations paranmeter can be used to indicate
congestion

of multiple destinations or ranges of destinations. However, an SCON
message MJST not be delayed in order to "collect" individua

congest ed

destinations into a single SCON nessage as any delay m ght affect the
timng of congestion indications to the MBUA Users. One use for

i ncluding a range of Congested DPCs is when the SG supports an ANS
cluster route set to the SS7 network that becones congested due to
outgoing link set congestion

Concerned Destination: 32-bits

The optional Concerned Destination paranmeter is only used if the
SCON nessage is sent froman ASP to the SGP. It contains the point
code of the originator of the nmessage that triggered the SCON
nmessage. The Concerned Destination paranmeter contains one
Concer ned

Destination Point Code field, a three-octet paraneter to allow for
14-, 16- and 24-bit binary formatted SS7 Poi nt Codes. A Concerned
Point Code that is |less than 24-bits is padded on the left to the
24-bit boundary. Any resulting Transfer Controlled (TFC) nessage
fromthe SGis sent to the Concerned Point Code wusing the single
Affected DPC contained in the SCON nessage to popul ate the
(affected) Destination field of the TFC nessage

Congested Indications: 32-bits
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The optional Congestion |Indications paraneter contains a
Congesti on

Level field. This optional paraneter is used to comunicate

congestion levels in national MIP networks with rmultiple
congestion

threshol ds, such as in ANSI MIP3. For MIP congesti on nethods

wi thout nultiple congestion levels (e.g., the I TU international

nmet hod) the parameter is not included.

Congestion Level field: 8-bits (unsigned integer)

The Congestion Level field, associated with all of the Affected
DPC(s) in the Affected Destinations paraneter, contains one of the
Fol I owi ng val ues:

No Congestion or Undefi ned
Congestion Level 1
Congestion Level 2
Congestion Level 3

WNEFO

The congestion levels are defined in the congestion nethod in the
appropriate national MIP recomendati ons [ 14, 15].

3.4.5 Destination User Part Unavail abl e ( DUPU)
The DUPU nessage is used by an SGP to informan ASP that a renote

peer
MIP3-User Part (e.g., |ISUP or SCCP) at an SS7 node is unavail able.

Si debottom et al [ Page
40]
Internet Draft SS7 MIP3- User Adaptation Layer Jul 2001

The DUPU nessage contains the follow ng paraneters:

Net wor k Appear ance Opti ona
Af fected Destinations Mandat ory
User/ Cause Mandat ory
I NFO String Opt i onal

The format for DUPU nessage paraneters is as foll ows:

0 1 2 3
01234567890123456789012345678901
B e i i o e S e e S e i o o e e S e et S TRIE I S S

| Tag = 0x80 | Length

B o i s o s R e e S e e i T el st SN U S S S e S S
| Net wor k Appear ance

B e i i o e S e e S e i o o e e S e et S TRIE I S S

| Tag = 0x83 | Length = 8

B o i s o s R e e S e e i T el st SN U S S S e S S
| Mask = 0 | Affected DPC |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = 0x84 | Length = 8

B e s s i o e S e e
| Cause | User |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = 0x04 | Length
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i S S I e S S S S s S S S S S

\ \
/ I NFO String /
\ \

i S S I e S S S S s S S S S S

User/ Cause: 32-bits

The Unavailability Cause and MIP3-User ldentity fields, associated
with the Affected DPC in the Affected Destinations paraneter, are
encoded as foll ows:

Unavail ability Cause field: 16-bits (unsigned integer)

The Unavail ability Cause paraneter provides the reason for the
unavail ability of the MIP3-User. The valid values for the
Unavail ability Cause paranmeter are shown in the follow ng table.
The val ues agree with those provided in the SS7 MIP3 User Part
Unavai | abl e nessage. Dependi ng on the MIP3 protocol used in the
Net wor k Appearance, additional val ues may be used - the
specification of the relevant MIP3 protocol variant/version
reconmendation is definitive

0 Unknown

1 Unequi pped Renote User

2 I naccessi bl e Renote User
Si debottom et al [ Page
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MIP3-User ldentity field: 16-bits (unsigned integer)

The MIP3-User ldentity describes the specific MIP3-User that is
unavail able (e.g., ISUP, SCCP, ...). Sone of the valid values for
the MIP3-User ldentity are shown below. The values align with

t hose
provided in the SS7 MIP3 User Part Unavail abl e nessage and Servi ce
I ndicator. Depending on the MIP3 protocol variant/version used in
t he networ k appearance, additional values may be used. The

rel evant
MIP3 protocol variant/version recomendation is definitive

0to 2 Reserved
3 SCCP
4 TUP
5 | SUP
6 to 8 Reserved
9 Br oadband | SUP
10 Satellite | SUP
11 Reserved
12 AAL type 2 Signalling
13 Bearer | ndependent Call Control (BICC
14 Gateway Control Protoco
15 Reserved

The format and description of the Affected Destinations paraneter is
the sane as for the DUNA nessage (See Section 3.4.1.) except that the
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Mask field is not used and only a single Affected DPC is included.
Ranges and lists of Affected DPCs cannot be signalled in a DUPU
nmessage, but this is consistent with UPU operation in the SS7

net wor k.

The Affected Destinations paraneter in an MIP3 User Part Unavail abl e
message (UPU) received by an SGP fromthe SS7 network contains only
one

destinati on.

The format and description of the Network Appearance and | NFO String
paraneters is the same as for the DUNA nessage (See Section 3.4.1).

3.4.6 Destination Restricted (DRST)

The DRST nessage is optionally sent fromthe SGP to all concerned
ASPs

to indicate that the SG has determi ned that one or nore SS7
destinations are now restricted fromthe point of view of the SGP, or
in response to a DAUD nessage if appropriate. The M3UA | ayer at the
ASP

is expected to send traffic to the affected destination via an
alternate SG° of equal priority, but only if such an alternate route
exists and is available. If the affected destination is currently
consi dered unavail abl e by the ASP, The MIP3- User shoul d be i nforned
that traffic to the affected destination can be resuned. 1In this
case,

the MBUA | ayer should route the traffic through the SGP initiating

t he

DRST nessage.

Si debott om et al [ Page
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This nmessage is optional for the SGP to send and it is optional for
t he

ASP to act on any information received in the nessage. It is for use
in

the "STP" case described in Section 1.4.1.

The DRST nessage contains the follow ng paraneters:

Net wor k Appear ance Opt i onal
Affected Destinations Mandat ory
I NFO String Opt i onal

The format and description of the Network Appearance, Affected
Destinations and I NFO String paraneters is the same as for the DUNA
message (See Section 3.4.1).

3.5 ASP State Mintenance (ASPSM Messages

3.5.1 ASP Up

The ASP Up nessage is used to indicate to a renote M3UA peer that the
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adaptation layer is ready to receive any SSNM or ASPSM ASPTM nessages
for all Routing Keys that the ASP is configured to serve.

The ASP Up nessage contains the follow ng paraneters:
I NFO String Opti ona
The format for ASP Up nessage paraneters is as foll ows:
0 1 2 3
01234567890123456789012345678901

B e i i o e S e e S e i o o e e S e et S TRIE I S S
Tag = 0x04 | Length |

|
B o i s o s R e e S e e i T el st SN U S S S e S S
\ \
/ I NFO String /
\ \
B e s s i o e S e e
The format and description of the optional INFO String paraneter is
t he
sanme as for the DUNA nessage (See Section 3.4.1).
3.5.2 ASP Up Acknow edgenent (ASP Up Ack)
The ASP UP Ack nessage is used to acknow edge an ASP Up nessage
received froma renpote MBUA peer.
Si debott om et al [ Page
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The ASP Up Ack nessage contains the follow ng paraneters:
INFO String (optional)
The format for ASP Up Ack nessage paraneters is as follows:

0 1 2 3
01234567890123456789012345678901
B e i i o e S e e S e i o o e e S e et S TRIE I S S

| Tag =0x04 | Length
B o i s o s R e e S e e i T el st SN U S S S e S S

\ \
/ I NFO String /
\ \
+- +

T S S i St S i St R S it SRR N e SR

The format and description of the optional |INFO String paraneter is

t he

same as for the DUNA nessage (See Section 3.4.1). The INFO String in
an ASP Up Ack nessage is independent fromthe INFO String in the ASP
Up
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nmessage (i.e., it does not have to echo back the INFO String
received).

3.5.3 ASP Down

The ASP Down nmessage is used to indicate to a renote MBUA peer that
t he

adaptation layer is NOT ready to recei ve DATA, SSNM or ASPTM
nessages.

The ASP Down nessage contains the followi ng paraneters:

Reason Mandat ory
I NFO String Opti ona

The format for the ASP Down nessage paraneters is as follows:

0 1 2 3

01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = OxOa | Length |
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Reason |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag =0x04 | Length |
B e i i o e S e e S e i o o e e S e et S TRIE I S S

\ \
/ I NFO String /
\ \
B o i s o s R e e S e e i T el st SN U S S S e S S

Si debottom et al [ Page
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The format and description of the optional |INFO String paraneter is
t he
same as for the DUNA nessage (See Section 3.4.1).
Reason: 32-bit (unsigned integer)

The Reason paraneter indicates the reason that the renote MBUA

adaptation layer is unavailable. The valid values for Reason are
shown in the follow ng table.

0 Unspeci fi ed
1 User Unavail abl e
2 Managenent Bl ocki ng

3.5.4 ASP Down Acknow edgenent (ASP Down Ack)

The ASP Down Ack nmessage is used to acknow edge an ASP Down nmessage
received froma renmote M3UA peer.

The ASP Down Ack nessage contains the foll owi ng paraneters:
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Reason Mandat ory
I NFO String Opt i onal

The format for the ASP Down Ack nessage paraneters is as follows:
0 1 2 3

01234567890123456789012345678901
i S S I e S S S S s S S S S S

| Tag = O0x0a | Length
B o i s o s R e e S e e i T el st SN U S S S e S S
| Reason
B e s s i o e S e e
| Tag = 0x04 | Length
B o i s o s R e e S e e i T el st SN U S S S e S S
\ \
/ I NFO String /
\ \
B o i s o s R e e S e e i T el st SN U S S S e S S
The format and description of the optional INFO String paraneter is
t he
sanme as for the DUNA nessage (See Section 3.4.1).
The INFO String in an ASP Down Ack nessage is independent fromthe
I NFO
String in the ASP Down nessage (i.e., it does not have to echo back
t he
I NFO String received).
The format of the Reason paraneter is the sanme as for the ASP-Down
nmessage. (See Section 3.5.3).
Si debottom et al [ Page
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3.5.5 Heartbeat (BEAT)

The BEAT nessage is optionally used to ensure that the M3UA peers
are still available to each other. It is reconmended for use when
t he

MBUA runs over a transport |ayer other than the SCTP, which has its
own

heart beat .

The BEAT nessage contains the follow ng paraneters:
Heat beat Dat a Opti ona
The format for the BEAT nessage is as follows:
0 1 2 3
01234567890123456789012345678901

B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = 0x09 | Length
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i S S I e S S S S s S S S S S

\ \
/ Heart beat Data /
\ \

i S S I e S S S S s S S S S S

The Heartbeat Data paranmeter contents are defined by the sending
node.

The Heartbeat Data could include, for exanple, a Heartbeat Sequence
Nunber and/or Timestanp. The receiver of a BEAT nessage does not
process this field as it is only of significance to the sender. The
recei ver MJUST respond with a BEAT Ack nessage.

3.5.6 Heartbeat Acknow edgenent (BEAT Ack)

The BEAT Ack nmessage is sent in response to a received BEAT
message. It includes all the paranmeters of the received BEAT
message, W t hout any change.

3.6 Routing Key Managenent (RKM) Messages
3.6.1 Registration Request (REG REQ

The REG REQ nessage is sent by an ASP to indicate to a renote M3UA
peer

that it wishes to register one or nore given Routing Keys with the
renote peer. Typically, an ASP would send this nessage to an SGP
and

expects to receive a REG RSP nessage in return with an associ at ed
Rout i ng Cont ext val ue.

The REG REQ nessage contains the follow ng paraneters:

Routi ng Key Mandat ory
Si debottom et al [ Page
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The format for the REG REQ nessage is as foll ows:

0 1 2 3
01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S

| Tag = 0x87 | Length
B o i s o s R e e S e e i T el st SN U S S S e S S

Routing Key 1

B T S i i i i s s S S S

—_ T~ 4 -~

B e i T o S e e el s S S e S R e S i i sl it sl s SR SRR e
Tag = 0x87 Lengt h |
B e i T o S e e el s S S e S R e S i i sl it sl s SR SRR e

+— + = 4 — ~ -
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\ \
/ Routing Key n /
\ \
+- +

T S S i St S i St R S it SRR N e SR

Routing Key: variable length

The Routing Key paraneter is mandatory. The sender of this nmessage
expects that the receiver of this nmessage will create a Routing
Key entry and assign a unique Routing Context value to it, if the
Routing Key entry does not already exist.

The Routing Key paraneter nmay be present nultiple tines in the
sane

message. This is used to allow the registration of nultiple
Routi ng

Keys in a single nessage.

Si debottom et al [ Page
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The format of the Routing Key paraneter is as follows.

0 1 2 3

01234567890123456789012345678901
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Local -RK-ldentifier |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Traffic Mbde Type |
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Desti nation Poi nt Code |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Net wor k Appearance (optional) |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Sl (optional) |
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| SSN (optional) |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Origination Point Code List (optional) |
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B e o T o e O e st i S O s sl sl st ST S S S S S S
| Crcuit Range List (optional)
B i T T e e i i i i TR T R T S e S S e i TR S e e e e

Local -RK-Identifier: 32-bit integer

The mandatory Local -RK-ldentifier field is used to uniquely
identify

the registration request. The ldentifier value is assigned by the

ASP, and is used to correlate the response in an REG RSP nessage

with the original registration request. The Identifier value nust

remai n uni que until the REG RSP nessage is received.

The format of the Local -RK-Identifier field is as foll ows:

0 1 2 3
01234567890123456789012345678901
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| ag = Ox8a | Length = 8

B o i s o s R e e S e e i T el st SN U S S S e S S
| Local -RK-1dentifier value

B e i i o e S e e S e i o o e e S e et S TRIE I S S

Traffic Mode Type: 32-bit (unsigned integer)

The Traffic Mode Type paraneter is nmandatory and identifies the
traffic node of operation of the ASP(s) within an Application
Server. The valid values for Traffic Mbde Type are shown in the
foll owi ng table:

1 Over-ride

2 Load- share
Si debott om et al [ Page
48]
Internet Draft SS7 MIP3- User Adaptation Layer Jul 2001

If the receiver of the REG REQ creates a new Routing Key entry, then
the Traffic Mbde Type sets the traffic node for the new Application
Server. |If the receiver of the REG REQ determines that a natching
Routing Key already exists, the Traffic Mdde Type MJIST match the
existing traffic node for the AS.

Desti nati on Poi nt Code:

The Destination Point Code paraneter is mandatory, and identifies

the Destination Point Code of incomng SS7 traffic for which the
ASP

is registering. The format is the sane as described for the

Affected Destination paranmeter in the DUNA nessage (See Section

3.4.1). Its format is:

0 1 2 3
01234567890123456789012345678901
T I T S T i T el S S T

| Tag = 0x8b | Length = 8
B o i s o s R e e S e e i T el st SN U S S S e S S
| Mask = 0 | Desti nati on Poi nt Code
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B o i s o s R e e S e e i T el st SN U S S S e S S
Net wor k Appear ance:

The optional Network Appearance paraneter field identifies the SS7
network context for the Routing Key, and has the sane fornmat as in
t he DATA nessage (See Section 3.3.1). The absence of the Network
Appearance paraneter in the Routing Key indicates the use

of any Network Appearance value, Its format is:

0 1 2 3
01234567890123456789012345678901
B e i i o e S e e S e i o o e e S e et S TRIE I S S

| Tag = 0x80 | Length = 8

B o i s o s R e e S e e i T el st SN U S S S e S S
| Net wor k Appear ance

B e i i o e S e e S e i o o e e S e et S TRIE I S S

Service Indicators (SlI): n X 8-bit integers

The optional SI field contains one or nore Service Indicators from

the val ues as described in the MIP3-User Identity field of the
DUPU

nmessage. The absence of the SI paraneter in the Routing Key

i ndi cates the use of any SI val ue, excluding of course MIP

managenent. \Were an Sl paraneter does not contain a multiple of

four Sls, the paraneter is padded out to 32-byte alignnment. An

SI value of zero is not valid in MUA. The SI format is:
Si debott om et al [ Page
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0 1 2 3

01234567890123456789012345678901
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Tag = 0x8c | Length
B o i s o s R e e S e e i T el st SN U S S S e S S
| Sl #1 | S| #2 | S| #3 | S| #4
B o i s o s R e e S e e i T el st SN U S S S e S S
/ C /
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Sl #n | 0 Padding, if necessary
B o i s o s R e e S e e i T el st SN U S S S e S S

Subsystem Nunbers (SSN): n X 8-bit integers

The optional SSN field contains one or nore SCCP subsystem
nunbers,

and is used in conjunction with an SI values of 3 (i.e., SCCP)
only.

The absence of the SSN paraneter in the Routing Key indicates the

use of any SSN value, in the case of SCCP traffic. Where an SSN

parameter does not contain a multiple of four SSNs, the paraneter
is
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padded out to 32-byte alignnment. The subsystem nunber val ues

associ ated are defined by the |ocal network operator, and
typically

follow I TU-T Recomendation Q 713 [5]. An SSN val ue of zero is
not

valid in MBUA. The format of this field is as foll ows:

0 1 2 3

01234567890123456789012345678901
B S S e T i S S S e
| Tag = 0x8d | Length |
B e s s i o e S e e
| SSN #1 | SSN #2 | SSN #3 | SSN #4 |
B S S e T i S S S e
/ /
B S S e T i S S S e
| SSN #n 0 Padding, if necessary |
B e s s i o e S e e

OPC Li st:

The Originating Point Code List parameter contains one or nore SS7
OPC entries, and its format is the same as the Destination Point
Code paranmeter. The absence of the OPC List paraneter in the
Routing Key indicates the use of any OPC val ue,

Si debottom et al [ Page
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0 1 2 3

01234567890123456789012345678901
B S S e T i S S S e
| Tag = Ox8e | Length |
B S S e T i S S S e
| Mask = 0 | Oigination Point Code #1 |
I i S i i i S L i i ik SiE D N
| Mask = 0 | Origination Point Code #2 |
B S S e T i S S S e
/ /
i i S i i S S i i i S kT
| Mask = 0 | Oigination Point Code #n |
B S S e T i S S S e

Circuit Range:
An | SUP controlled circuit is uniquely identified by the SS7 OPC,
DPC and CIC value. For the purposes of identifying Crcuit Ranges

in an M3UA Routing Key, the optional Circuit Range paraneter
i ncl udes one or nore circuit ranges, each identified by an OPC and
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Upper/Lower CIC value. The DPCis inplicit as it is nandatory and
already included in the DPC paraneter of the Routing Key. The
absence of the Circuit Range paraneter in the Routing Key

i ndi cates
the use of any Circuit Range values, in the case of | SUP/ TUP
traffic. The Oigination Point Code is encoded the sane as the
Desti nation Point Code parameter, while the Cl C values are 16-bit
i ntegers.

The Circuit Range format is as follows:

0 1 2 3

01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = Ox8f | Length

B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Mask = 0 | Origination Point Code #1 |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Lower CIC Val ue #1 | Upper CIC Val ue #1 |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Mask = 0 | Oigination Point Code #2 |
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Lower CIC Val ue #2 | Upper CI C Val ue #2 |
B o i s o s R e e S e e i T el st SN U S S S e S S
/ Ca /
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Mask = 0 | Oigination Point Code #n |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Lower CI C Val ue #n | Upper CI C Val ue #n |
B o i s o s R e e S e e i T el st SN U S S S e S S

Si debott om et al [ Page
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3.6 2 Registration Response (REG RSP)

The REG RSP nessage is used as a response to the REG REQ nessage from
a

renmote MBUA peer. It contains indications of success/failure for

regi stration requests and returns a unique Routing Context value for
successful registration requests, to be used in subsequent MUA
Traffic

Managenent protocol.

The REG RSP nessage contains the follow ng paraneters:
Regi stration Results Mandat ory
The format for the REG RSP nessage is as foll ows:
0 1 2 3
01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S

| Tag = 0x90 | Length |
B o i s o s R e e S e e i T el st SN U S S S e S S

CR page 57



| Regi stration Result 1 |
B e i i o e S e e S e i o o e e S e et S TRIE I S S
/ C /
B o i s o s R e e S e e i T el st SN U S S S e S S
| Regi stration Result n |
B o i s o s R e e S e e i T el st SN U S S S e S S

Regi stration Results:

The Registration Results paraneter contains one or nore results,

each containing the registration status for a single Routing Key
in

an REG REQ nessage. The nunber of results in a single REG RSP

message MAY match the nunber of Routing Key paranmeters found in
t he

correspondi ng REG REQ nessage. The format of each result is as

fol | ows:

0 1 2 3

01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S
| Local - RK-Identifier value |
i T i i o e e e e et i S s s SR R S
| Regi stration Status |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Rout i ng Cont ext |
i T i i o e e e e et i S s s SR R S

Local -RK-Identifier: 32-bit integer
The Local -RK-ldentifier contains the sane value as found in the

mat chi ng Routing Key paraneter found in the REG REQ nessage (See
Section 3.5.5.1).
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Regi stration Status: 32-bit integer

The Registration Result Status field indicates the success or the
reason for failure of a registration request.

Its val ues may be:

0 Successfully Registered
1 Error - Unknown
2 Error - Invalid DPC
3 Error - Invalid Network Appearance
4 Error - Invalid Routing Key
5 Error - Perm ssion Denied
6 Error - Cannot Support Unique Routing
7 Error - Routing Key not Currently Provisioned
8 Error - Insufficient Resources
9 Error - Unsupported RK paraneter Field
10 Error O Unsupported/Invalid Traffic Handling Mde
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Routing Context: 32-bit integer

The Routing Context field contains the Routing Context value for
t he

associated Routing Key if the registration was successful. It is
set

to "0" if the registration was not successful.

3.6.3 De-Regi stration Request (DEREG REQ

The DEREG REQ nessage is sent by an ASP to indicate to a renote M3UA
peer that it w shes to de-register a given Routing Key. Typically, an
ASP woul d send this nmessage to an SGP, and expects to receive a DEREG
RSP nessage in return with the associ ated Routing Context val ue.

The DEREG REQ nessage contains the foll ow ng paraneters:
Rout i ng Cont ext Mandat ory
The format for the DEREG REQ nessage is as foll ows:
0 1 2 3
01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S

| Tag = 0x06 | Length |
B e i i o e S e e S e i o o e e S e et S TRIE I S S

\ \
/ Rout i ng Cont ext /
\ \
B o i s o s R e e S e e i T el st SN U S S S e S S
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Routing Context: n X 32-bit integers
The Routing Context paranmeter contains (a list of) integers

i ndexi ng
the Application Server traffic that the sending ASP is currently
registered to receive fromthe SG° but now wi shes to deregister

3.6.4 De-Registration Response (DEREG RSP)

The DEREG RSP nessage is used as a response to the DEREG REQ nessage
froma renote MBUA peer.

The DEREG RSP nessage contains the follow ng paraneters:
De-registration Results Mandat ory
The format for the DEREG RSP nessage is as foll ows:

0 1 2 3
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01234567890123456789012345678901
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Tag = 0x89 | Length |
B o i s o s R e e S e e i T el st SN U S S S e S S
| De- Regi stration Result 1 |
B o i s o s R e e S e e i T el st SN U S S S e S S
/ /
\ \
B o i s o s R e e S e e i T el st SN U S S S e S S
| De- Regi stration Result n |
B o i s o s R e e S e e i T el st SN U S S S e S S

De- Regi stration Results:

The De-Registration Results paranmeter contains one or nore
results,

each containing the de-registration status for a single Routing

Context in a DEREG REQ nessage. The nunber of results in a single

DEREG RSP nmessage MAY match the nunber of Routing Contexts found

the correspondi ng DEREG REQ nessage. The format of each result is
as foll ows:

0 1 2 3

01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S
| Rout i ng Cont ext |
B e s s i o e S e e
| De- Regi stration Status |
B o i s o s R e e S e e i T el st SN U S S S e S S
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Routing Context: 32-bit integer

The Routing Context field contains the Routing Context val ue of
t he

mat chi ng Routing Key to deregister, as found in the DEREG REQ

nessage.

De- Regi stration Status: 32-bit integer

The De-Registration Result Status field indicates the success or
t he

reason for failure of the de-registration.

Its val ues may be:

0 Successfully De-registered

1 Error - Unknown

2 Error - Invalid Routing Context

3 Error - Perm ssion Denied

4 Error - Not Regi stered

5 Error G ASP Currently Active for Routing Context
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3.7 ASP Traffic Miintenance (ASPTM) Messages
3.7.1 ASP Active

The ASP Active nessage is sent by an ASP to indicate to a rempte M3UA
peer that it is ready to process signalling traffic for a particular
Application Server. The ASP Active nessage affects only the ASP
state

for the Routing Keys identified by the Routing Contexts, if present.

The ASP Active nessage contains the foll ow ng paraneters:

Traffic Mode Type Mandat ory

Rout i ng Cont ext Opt i onal

I NFO String Opt i onal
Si debott om et al [ Page
55]
Internet Draft SS7 MIP3- User Adaptation Layer Jul 2001

The format for the ASP Active message is as follows:

0 1 2 3

01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = O0x0b | Length |
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Traffic Mbde Type |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = 0x06 | Length |
B e i i o e S e e S e i o o e e S e et S TRIE I S S

Rout i ng Cont ext
i e T i s e e e ol S S S e S e ad adts sl SRR SR o
Tag = 0x04 | Length

I S S T o S S S S S S e S T S

I NFO String
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i S S I e S S S S s S S S S S

Traffic Mode Type: 32-bit (unsigned integer)

The Traffic Mode Type paraneter identifies the traffic node of

operation of the ASP within an AS. The valid values for Traffic
Mode

Type are shown in the follow ng table:

Over-ride
Load- share
Over-ride (Standby)
Load-share (Standby)

A WNPF

Wthin a particular Routing Context, Over-ride and Load-share,
either active or standby, MJST NOT be ni xed. The Over-ride val ue
i ndi cates that the ASP is operating in Over-ride node, and the ASP
takes over all traffic in an Application Server (i.e.
pri mary/ back-
up operation), over-riding any currently active ASPs in the AS.
In
Load-share node, the ASP will share in the traffic distribution
with
any other currently active ASPs. The Standby versions of the
Over -
ride and Load-share Types indicate that the ASP is declaring
itself
ready to accept traffic but leaves it up to the sender as to when
the traffic is started. Over-ride (Standby) indicates that the
traffic sender continues to use the currently active ASP until it
can no longer send/receive traffic (i.e., the currently active ASP
transitions to state ASP-DOMN or ASP-ACTIVE). At this point the
sender MJST nove the standby ASP to the ASP-ACTI VE state and
comence traffic. Load-share (Standby) is sinmilar - the sender

continues to | oad-share to the current ASPs until it is determ ned
Si debott om et al [ Page
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that there is insufficient resources in the Load-share group

When
there are insufficient ASPs, the sender MJST nove the ASP to state
ASP- ACTI VE.

Routing Context: n X 32-bit integers

The optional Routing Context paraneter contains (a list of)

i ntegers
i ndexing the Application Server traffic that the sending ASP is
configured/regi stered to receive.

There is one-to-one relationship between an index entry and an SGP

Routing Key or AS Nane. Because an AS can only appear in one

Net wor k Appear ance, the Network Appearance paraneter is not
required

in the ASP Active nessage
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An Application Server Process may be configured to process traffic
for nmore than one logical Application Server. Fromthe
perspective

of an ASP, a Routing Context defines a range of signalling traffic
that the ASP is currently configured to receive fromthe SG. For
exanpl e, an ASP could be configured to support call processing for
nmul ti pl e ranges of PSTN trunks and therefore receive rel ated
signalling traffic, identified by separate SS7 DPC/ OPC/ Cl C ranges

The format and description of the optional INFO String paraneter is
t he
sanme as for the DUNA nessage (See Section 3.4.1).

3.7.2 ASP Active Acknow edgenent (ASP Active Ack)

The ASP Active Ack nessage is used to acknowl edge an ASP Active
nessage

received froma renote M3UA peer. |In the case where an ASP Active
(Over-ride (standby)) or ASP Active (Load-share (standby)) nessage is
recei ved, a second ASP Active Ack nessage is sent when the ASP is
noved

fromthe ASP-STANDBY to the ASP-ACTI VE state.

The ASP Active Ack nessage contains the foll owi ng paraneters:

Traffic Mbde Type Mandat ory

Rout i ng Cont ext Opt i onal

I NFO String Opti ona
Si debottom et al [ Page
57]
Internet Draft SS7 MIP3- User Adaptation Layer Jul 2001

The format for the ASP Active Ack nessage is as follows:

0 1 2 3
01234567890123456789012345678901
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Tag = 0x0b | Length |
B o i s o s R e e S e e i T el st SN U S S S e S S
| Traffic Mbde Type |
B e i i o e S e e S e i o o e e S e et S TRIE I S S

| Tag = 0x06 | Length

i S S I e S S S S s S S S S S

\ \
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Rout i ng Cont ext /

\

e e e S e i s T T e S S i e I S e e S e e e o
Tag = 0x04 | Length |

B e i T o S e e el s S S e S R e S i i sl it sl s SR SRR e
\

/

+

I NFO String

B T S i i i i s s S S S

The format and description of the optional INFO String paraneter is
t he
same as for the DUNA nessage (See Section 3.4.1).

The INFO String in an ASP Active Ack nessage is independent fromthe
INFO String in the ASP Active nessage (i.e., it does not have to echo
back the I NFO String received).

The format of the Traffic Mdde Type and Routing Context paraneters is
the sane as for the ASP Active nessage. (See Section 3.5.5).

3.7.3 ASP | nactive

The ASP Inactive nmessage is sent by an ASP to indicate to a renote
MBUA

peer

that it is no longer an active ASP to be used fromwi thin a |ist of
ASPs. The ASP | nactive nessage affects only the ASP state in the
Routing Keys identified by the Routing Contexts, if present.

The ASP Inactive nessage contains the foll owi ng paraneters:

Rout i ng Cont ext Opt i onal

I NFO String Opt i onal
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The format for the ASP Inactive nessage paraneters is as follows:

0 1 2 3
01234567890123456789012345678901
B e i i o e S e e S e i o o e e S e et S TRIE I S S

| Tag = 0x06 | Length
B o i s o s R e e S e e i T el st SN U S S S e S S

Rout i ng Cont ext

—~

B e i T o S e e el s S S e S R e S i i sl it sl s SR SRR e
Tag = 0x04 | Length |
B e i T o S e e el s S S e S R e S i i sl it sl s SR SRR e

+— 4+ - ~ -
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\ \
/ I NFO String /
\ \
B o i s o s R e e S e e i T el st SN U S S S e S S
The format and description of the optional Routing Context and | NFO
String paraneters is the sane as for the ASP Active nmessage (See
Section 3.5.5.)

3.7.4 ASP Inactive Acknow edgenent (ASP I nactive Ack)

The ASP Inactive Ack nessage is used to acknowl edge an ASP | nactive
nessage

received froma renote M3UA peer.

The ASP Inactive Ack nessage contains the foll owi ng paraneters:

Rout i ng Cont ext Opt i onal
I NFO String Opt i onal

The format for the ASP Inactive Ack nessage is as follows:

0 1 2 3

01234567890123456789012345678901
B o i s o s R e e S e e i T el st SN U S S S e S S
| Tag = 0x06 | Length |
B e i i o e S e e S e i o o e e S e et S TRIE I S S

\
Routi ng Cont ext* /

\

B e i T o S e e el s S S e S R e S i i sl it sl s SR SRR e
Tag = 0x04 | Length |

+

\

\

+

I T S T o S S S S T S L

I NFO String

+ —m~ +— 4+ — ~ -

T S S T o S S e T S L
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The format and description of the optional INFO String paraneter is
t he
sanme as for the DUNA nessage (See Section 3.4.1.)

The INFO String in an ASP | nactive Ack nessage is independent from
t he

INFO String in the ASP Inactive nmessage (i.e., it does not have to
echo

back the INFO String received).

The format of the Routing Context paraneter is the sanme as for the
ASP
I nactive nessage. (See Section 3.5.7).

3.8 Managenment (MAMI) Messages
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3.8.1 Error

The Error nessage is used to notify a peer of an error event
associ at ed

with an incom ng nessage. For exanple, the nessage type m ght be
unexpected given the current state, or a paraneter value mght be
i nvalid.

The Error nessage contains the follow ng paraneters:

Error Code Mandat ory
Di agnostic I nformation Opt i onal

The format for the Error nessage is as follows:
0 1 2 3

01234567890123456789012345678901
i S S I e S S S S s S S S S S

| Tag = 0xOc | Length
B o i s o s R e e S e e i T el st SN U S S S e S S
| Error Code
B e i i o e S e e S e i o o e e S e et S TRIE I S S
| Tag = 0x07 | Length
B o i s o s R e e S e e i T el st SN U S S S e S S
\ \
/ Di agnostic I nformation /
\ \
B o i s o s R e e S e e i T el st SN U S S S e S S
Error Code: 32-bits (unsigned integer)
The Error Code paraneter indicates the reason for the Error
Message.
The Error paraneter val ue can be one of the follow ng val ues:
1 Invalid Version
2 I nvalid Network Appearance
3 Unsupported Message O ass
Si debottom et al [ Page
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4 Unsupported Message Type

5 Unsupported/Invalid Traffic Handling Mode
6 Unexpect ed Message

7 Prot ocol Error

8 I nval i d Routing Context

9 Invalid Stream Identifier

10 Invalid Paraneter Val ue

11 Ref used - Managenent Bl ocki ng
12 Unknown Routing Cont ext

The "lInvalid Version" error is sent if a nessage was received with an
invalid or unsupported version. The Error nessage contains the
supported version in the Comon header. The Error nessage coul d
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optionally provide the supported version in the Di agnhostic
I nf ormati on
ar ea.

The "l nvalid Network Appearance” error is sent by a SGP if an ASP
sends
a nessage with an invalid (unconfigured) Network Appearance val ue.

The "Unsupported Message Class” error is sent if a nmessage with an
unexpected or unsupported Message Class is received.

The "Unsupported Message Type" error is sent if a nessage with an
unexpected or unsupported Message Type is received.

The "Unsupported/Invalid Traffic Handling Mode" error is sent by a
?Span ASP sends an ASP Active nessage with an unsupported Traffic
¥5g2 or a Traffic Mode Type that is inconsistent with the presently
configured node for the Application Server. An exanple would be a
?ﬁsihich the SGP did not support | oad-sharing.

The "Unexpected Message" error MAY be sent if a defined and

recogni zed

nmessage is received that is not expected in the current state (in
sone

cases the ASP may optionally silently discard the nessage and not
send

an Error nmessage). For exanple, silent discard is used by an ASP if
it

recei ved a DATA nessage froman SGP while it was in the ASP-1NACTI VE
state.

The "Protocol Error" error is sent for any protocol anomaly(i.e.
reception of a paranmeter that is syntactically correct but unexpected
in the current situation

The "lnvalid Routing Context"” error is sent if a nmessage is received
froma peer with an invalid (unconfigured) Routing Context val ue.

The "Invalid Streamldentifier" error is sent if a nmessage is

recei ved

on an unexpected SCTP stream (e.g., a Managenent nessage was received
on a stream other than "0").
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The " Invalid Paraneter Value " error is sent if a nmessage is

recei ved

with an invalid parameter value (e.g., a DUPU nessage was received
with

a Mask val ue other than "0").
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The "Refused - Managenent Bl ocking"” error is sent when an ASP-Up or
ASP- Active nessage is received and the request is refused for
managenent reasons (e.g., nanagenment |ock-out").

The "Unknown Routing Context"” Error is sent if a nmessage is received
froma peer without a Routing Context paraneter and it is not known
by

configuration data which Application Servers are referenced

Di agnostic Information: variable I ength

When included, the optional Diagnhostic information can be any

i nformati on gernane to the error condition, to assist in

identification of the error condition. |In the case of an Invalid

Net wor k Appearance, Traffic Handling Mode, Routing Context or

Par anet er Val ue, the Diagnostic information paraneter MJST be
added

and include the offending paraneter. |In the other cases, the
Di agnostic informati on MAY be the first 40 bytes of the of fending
nessage.

Error messages MJUST NOT be generated in response to other Error
nessages.
3.8.2 Notify

The Notify nessage used to provide an autononous indication of M3UA
events to an M3UA peer.

The Notify nmessage contains the follow ng paraneters:

St at us Mandat ory

Rout i ng Cont ext Opt i onal

I NFO String Opti ona
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The format for the Notify nmessage is as foll ows:
0 1 2 3

01234567890123456789012345678901
i S S I e S S S S s S S S S S
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| Tag = 0x0d | Length |
B e i i o e S e e S e i o o e e S e et S TRIE I S S

| Status Type | Status I nfornmation |
B S S e T i S S S e
| Tag = 0x06 | Length |

B S S e T i S S S e
\
Rout i ng Cont ext /
\

B e i T o S e e el s S S e S R e S i i sl it sl s SR SRR e
Tag = 0x04 | Length |

e e e S e i s T T e S S i e I S e e S e e e o
\

I NFO String /

\

I S S i S S i i S S S S S S S o

+ —m~ 4+ — 4 — ~ -

Status Type: 16-bits (unsigned integer)

The Status Type paranmeter identifies the type of the Notify
nessage.
The following are the valid Status Type val ues:

1 Application Server State Change (AS-State_Change)
2 O her

Status Information: 16-bits (unsigned integer)

The Status Information paraneter contains nore detail ed
i nformation
for the notification, based on the value of the Status Type.

If the Status Type is AS-State_Change the followi ng Status
I nformati on val ues are used:

1 reserved

2 Application Server |nactive (AS-1|NACTIVE)
3 Application Server Active (AS-ACTIVE)

4 Application Server Pendi ng (AS- PENDI NG

These notifications are sent froman SGP to an ASP upon a change
in

status of a particular Application Server. The value reflects the

new state of the Application Server.
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If the Status Type is Oher, then the followi ng Status Information
val ues are defined:

1 Insufficient ASP Resources Active in AS
2 Alternate ASP Active
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These notifications are not based on the SGP reporting the state
change

of an ASP or AS. In the Insufficent ASP Resources case, the SGP is
i ndicating to an ASP_I NACTIVE ASP in the AS that another ASP is
required in order to handle the | oad of the AS (Load-sharing node).
For the Alternate ASP Active case, an ASP is inforned when an
alternate

ASP transitions to the ASP-ACTIVE state in Over-ride node

The format and description of the optional Routing Context and Info
String paraneters is the sane as for the ASP Active nmessage (See
Section

3.5.5.)

4. Procedures

The MBUA | ayer needs to respond to various local primtives it

recei ves

fromother layers as well as the nessages that it receives fromthe
peer MBUA | ayer. This section describes the M3UA procedures in
response to these events.

4.1 Procedures to Support the M3UA-User and Layer Managenent Layers
4.1.1 Receipt of Primitives fromthe MBUA-User

On receiving an MIP- TRANSFER request primtive froman upper |ayer at
an ASP/ 1 PSP, or the nodal inter-working function at an SGP, the MBUA
| ayer sends a correspondi ng DATA nessage (see Section 3) to its MBUA
peer. The MUA peer receiving the DATA nessage sends an MIP- TRANSFER
indication prinmitive to the upper |ayer

The MBUA nessage distribution function (see Section 1.4.2.1)
det er m nes

the Application Server (AS) based on conparing the information in the
MIP- TRANSFER request prinitive with a provisioned Routing Key.

>Fromthe list of ASPs within the AS table, an ASP in the ASP-ACTI VE
state is selected and a DATA nessage is constructed and issued on the
correspondi ng SCTP association. |If nore than one ASP is in the ASP-
ACTI VE state (i.e., traffic is to be | oad-shared across nore than one
ASP), one of the ASPs in the ASP_ACTIVE state is selected fromthe
list. The selection algorithmis inplenentation dependent but coul d,
for exanple, be round-robin or based on, for exanple, the SLS or |SUP
CIC. The appropriate selection algorithmnust be chosen carefully as
it is dependent on application assunptions and understandi ng of the
degree of state coordination between the ASP_ACTIVE ASPs in the AS.
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In addition, the nmessage needs to be sent on the appropriate SCTP
stream again taking care to neet the nmessage sequenci ng needs of the
signalling application
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When there is no Routing Key match, or only a partial nmatch, for an

i ncom ng SS7 nessage, a default treatnment MJST be specified.

Possi bl e

solutions are to provide a default Application Server at the SGP that
directs all unallocated traffic to a (set of) default ASP(s), or to
drop the message and provide a notification to Layer Managenent in an
M ERROR indication prinitive. The treatnent of unallocated traffic
is

i npl enent ati on dependent.

4.1.2 Receipt of Primtives fromthe Layer Managenent

On receiving prinmitives fromthe |ocal Layer Managenment, the MUA
| ayer

will take the requested action and provi de an appropriate response
primtive to Layer Managenent.

An M SCTP_ESTABLI SH request prinmitive fromLayer Management at an ASP
or IPSP will initiate the establishnent of an SCTP association. The
MBUA | ayer will attenpt to establish an SCTP association with the
renmote MBUA peer by sending an SCTP- ASSOCI ATE primtive to the | ocal
SCTP | ayer.

When an SCTP associ ati on has been successfully established, the SCTP
will send an SCTP- COYWUNI CATI ON_UP notification primtive to the

| ocal

MBUA layer. At the SGP or IPSP that initiated the request, the MBUA
layer will send an M SCTP_ESTABLI SH confirmprimtive to Layer
Managenent when the association set-up is conplete. At the peer MBUA
| ayer, an M SCTP_ESTABLI SH i ndication primtive is sent to Layer
Managenent upon successful conpletion of an inconing SCTP associ ation
set-up.

An M SCTP_RELEASE request prinitive fromLayer Managenent initates

t he

tear-down of an SCTP association. The M3UA | ayer acconplishes a
graceful shutdown of the SCTP association by sendi ng an SCTP- SHUTDOAN
primitive to the SCTP | ayer

When the graceful shutdown of the SCTP associ ati on has been
acconpl i shed, the SCTP | ayer returns an SCTP- SHUTDOAN COVPLETE
notification primtive to the local MBUA layer. At the M3UA Layer

t hat

initiated the request, the M3UA | ayer will send an M SCTP_RELEASE
confirmprimtive to Layer Managenent when the association teardown
is

conpl et e. At the peer MBUA Layer, an M SCTP_RELEASE i ndication
primitive is sent to Layer Managenent upon successful tear-down of an
SCTP associ ati on.

An M SCTP_STATUS request primtive supports a Layer Managenent query
of

the |l ocal status of a particular SCTP association. The MUA | ayer
sinply maps the M SCTP_STATUS request primtive to an SCTP- STATUS

Si debottom et al [ Page
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primitive to the SCTP layer. \When the SCTP responds, the M3UA | ayer
maps t he association status information to an M SCTP_STATUS confirm
primtive. No peer protocol is invoked.

Simlar LMto-MUA-to-SCTP and/ or SCTP-to- M3UA-to-LM primtive

mappi ngs

can be described for the various other SCTP Upper Layer prinmitives in
RFC2960 [ 13] such as INITIALIZE, SET PRI MARY, CHANGE HEARTBEAT,
REQUEST HEARTBEAT, CGET SRTT REPORT, SET FAlI LURE THRESHOLD, SET
PROTOCOL

PARAMETERS, DESTROY SCTP | NSTANCE, SEND FAI LURE, AND NETWORK STATUS
CHANGE. Alternatively, these SCTP Upper Layer primitives (and Status
as well) can be considered for nodeling purposes as a Layer
Managenent

interaction directly with the SCTP Layer.

M NOTI FY i ndi cation and M ERROR indication prinitives indicate to
Layer

Managenent the notification or error information contained in a
received MBUA Notify or Error nessage respectively. These

i ndi cations

can al so be generated based on | ocal M3BUA events.

An M ASP_STATUS request primtive supports a Layer Managenent query
of

the status of a particular local or remote ASP. The MBUA | ayer
responds with the status in an M ASP_STATUS confirmprinitive. No
MBUA

peer protocol is invoked.

An M AS_STATUS request supports a Layer Managenent query of the
stat us

of a particular AS. The MBUA responds with an M AS_STATUS confirm
primtive. No M3UA peer protocol is invoked.

M ASP_UP request, M ASP_DOM request, M ASP_ACTI VE request and M ASP_
I NACTI VE request prinitives allow Layer Managenment at an ASP to
initiate state changes. Upon successful conpletion, a corresponding
confirmprimtive is provided by the MBUA | ayer to Layer Managenent.
If an invocation is unsuccessful, an Error indication prinmtive is
provided in the primtive.

These requests result in outgoing ASP Up, ASP Down, ASP Active and
ASP I nactive nessages to the renote M3UA peer at an SGP or | PSP.

4.1.3 Receipt of M3UA Peer Managenment Messages

Upon successful state changes resulting fromreception of ASP Up,
ASP Down, ASP Active and ASP Inactive nessages froma peer MBUA, the
MBUA | ayer SHOULD i nvoke correspondi ng MASP_UP, M ASP_DOMN, M
ASP_ACTI VE and M ASP_I NACTI VE, M AS_ACTI VE, M AS | NACTI VE, and M

AS DOWN i ndication primtives to the | ocal Layer Managenent.

M NOTI FY indication and MERROR indication primtives indicate to
Layer

Managenment the notification or error information contained in a
received M3UA Notify or Error nessage. These indications can al so be
generated based on | ocal MSUA events.
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4.2 Procedures to Support the Managenent of SCTP Associations with
MBUA
Peers

These procedures support the MBUA managenent of SCTP Associ ations
bet ween SGPs and ASPs or between | PSPs.

4.2.1 AS and ASP State M ntenance

The MBUA layer on the SGP nmaintains the state of each renbte ASP, in
each Application Server that the ASP is configured to receive
traffic,

as input to the MBUA nessage distribution function. Simlarly, where
| PSPs use M3UA in a point-to-point fashion, the M3UA | ayer in an | PSP
maei ntains the state of renote | PSPs. For the purposes of the

fol |l owi ng

procedures, only the SGP/ ASP case is described but the SGP side of

t he

procedures also apply to an I PSP sending traffic to an AS consi sting
of

a set of renote | PSPs.

4.2.1.1 ASP States

The state of each renpte ASP, in each AS that it is configured to
operate, is nmaintained in the MBUA | ayer in the SGP. The state of a
particular ASP in a particular AS changes due to events. The events
i ncl ude:

Recepti on of nessages fromthe peer MBUA | ayer at the ASP;
* Reception of sone nmessages fromthe peer MBUA | ayer at other
ASPs
in the AS (e.g., ASP Active nessage indicating "Over-ride");
Reception of indications fromthe SCTP | ayer; or
* Local Managenent intervention.

The ASP state transition diagramis shown in Figure 4. The possible
states of an ASP are:

ASP- DOWN: The renote MBUA peer at the ASP is unavail abl e and/ or the
rel ated SCTP association is down. Initially all ASPs will be in this
state. An ASP in this state SHOULD NOT be sent any MBUA nessages.

ASP- | NACTI VE: The renpte MBUA peer at the ASP is available (and the
rel ated SCTP association is up) but application traffic is stopped.
In

this state the ASP MAY be sent any non- DATA MBUA nessages.

ASP- ACTI VE: The renpote MBUA peer at the ASP is avail abl e and
application traffic is active (for a particular Routing Context or
set

of Routing Contexts).
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ASP- STANDBY: The renote M3UA peer at the ASP is avail able and ready
to

receive application traffic at any time (for a particul ar Routing
Context or set of Routing Contexts). 1In this state the ASP MAY be
sent

any non-Data M3UA nessages.
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Figure 4. ASP State Transition D agram
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*Not e: ASP- ACTI VE and ASP- STANDBY differ only in whether the ASP is
currently receiving Data traffic within the AS.

SCTP CDI: The SCTP CDI denotes the local SCTP |layer's Comruni cation
Down | ndication to the Upper Layer Protocol (M3UA) on an SGP. The

| ocal

SCTP layer will send this indication when it detects the | oss of
connectivity to the ASP's peer SCTP layer. SCTP CDI is understood as
ei ther a SHUTDOWN_COVPLETE notificati on or COVMUNI CATI ON_LOST
notification fromthe SCTP | ayer.

4.2.1.2 AS States

The state of the ASis maintained in the M3UA | ayer on the SGP. The
state of an AS changes due to events. These events i ncl ude:

* ASP state transitions
* Recovery timer triggers

The possible states of an AS are:
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AS- DOWN: The Application Server is unavailable. This state inplies
that all related ASPs are in the ASP-DOM state for this AS
Initially

the AS will be inthis state. An Application Server MJST be in the
AS-

DOMWN state before it can be renoved froma configuration
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AS- I NACTI VE: The Application Server is available but no application
traffic is active (i.e., one or nore related ASPs are in the ASP-

| NACTI VE state, but none in the ASP-ACTI VE or ASP- STANDBY st ates).
The

recovery tiner

T(r) is not running or has expired.

AS- ACTI VE: The Application Server is available and application
traffic

is active. This state inplies that at |least one ASP is in the ASP-
ACTI VE st ate.

AS- PENDI NG An active ASP has transitioned to ASP-INACTI VE or ASP-
DOWN

and it was the last renmaining active ASP in the AS (and no ASPs in

t he

ASP- STANDBY state are available. A recovery tinmer T(r) SHOULD be
started and all inconing signalling nessages SHOULD be queued by the
SGP. If an ASP beconmes ASP- ACTI VE before T(r) expires, the ASis
nmoved

to the AS-ACTIVE state and all the queued nessages wll be

sent to the ASP.

If T(r) expires before an ASP becones ASP-ACTI VE, the SGP stops
queui ng

nmessages and di scards all previously queued nessages. The AS wil |l
nove

to the AS-INACTIVE state if at |least one ASP is in ASP-INACTI VE
state,

otherwise it will nove to AS-DOM st ate.

Figure 5 shows an exanple AS state machine for the case where the

AS/ ASP data is pre-configured. For other cases where the AS/ ASP
configuration data is created dynami cally, there would be differences
in the state nachine, especially at creation of the AS.

For exanple, where the AS/ ASP configuration data is not created unti
Regi stration of the first ASP, the AS-1NACTIVE state is entered
directly upon the first successful REG REQ from an ASP. Anot her
exanple is where the AS/ ASP configuration data is not created until

t he

first ASP successfully enters the ASP-ACTIVE state. |In this case the
AS- ACTI VE state is entered directly.
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Figure 5: AS State Transition D agram
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4.2.2 MBUA Managenent Procedures for Primtives

Before the establishment of an SCTP associ ation the ASP state at both
the SGP and ASP is assuned to be in the state ASP- DOMN.

Once the SCTP association is established (see Section 4.1.2) and

assum ng that the |ocal M3UA-User is ready, the |local MBUA ASP
Mai nt enance (ASPM function will initiate the relevant procedures,
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usi ng the ASP Up/ ASP Down/ ASP Active/ ASP | nactive nessages to convey
the ASP state to the SGP (see Section 4.3.3).

If the MBUA | ayer subsequently receives an SCTP- COWUNI CATI ON_DOWN
or SCTP-RESTART indication primtive fromthe underlying SCTP | ayer,
it

will informthe Layer Managenent by invoking the M SCTP_STATUS
indication primitive. The state of the ASP will be noved to ASP- DOMNN
At an ASP, the MIP3-User will be informed of the unavailability of
any

af fected SS7 destinations through the use of MIP-PAUSE i ndication
primtives. |In the case
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of SS7 network isolation, the | ocal MIP3-Users MAY be informed by
i mpl emrent ati on-dependent neans, as there is currently no prinitive
defined for conveying this information.

In the case of SCTP- COYWUNI CATI ON DOAN, the SCTP client MAY try to
re-

establish the SCTP Association. This MAY be done by the M3UA | ayer
automatically, or Layer Managenent MAY re-establish using the M
SCTP_ESTABLI SH request prinmtive.

In the case of an SCTP- RESTART indication at an ASP, the ASP is now
considered by its M3UA peer to be in the ASP-DOM state. The ASP, if
it is to recover, nust begin any recovery with the ASP-Up procedure.

4.2.3 MBUA Managenent Procedures for Peer-to-Peer Messages

Al M3UA Managenment and ASP State and Traffic Miintenance nessages
are

sent on a sequenced

streamto ensure ordering. SCTP stream'0Q' is used.

4.2.3.1 ASP Up Procedures

After an ASP has successfully established an SCTP association to an
SGP, the SGP waits for the ASP to send an ASP Up nessage, indicating
that the ASP MBUA peer is available. The ASP is always the initiator
of the ASP Up nessage. This action MAY be initiated at the ASP by an
M ASP_UP request prinmitive from Layer Managenent or MAY be initiated
automatically by an M3UA managenent function.

When an ASP Up nessage is received at an SGP and internally the
renot e

ASP is in the ASP-DOWN state and not considered | ocked-out for |ocal
managenent reasons, the SGP nmarks the renbte ASP in the state ASP-

I NACTI VE and infornms Layer Managenment with an M ASP_Up indication
primtive. |If the SGP is aware, via current configuration data,

whi ch

Application Servers the ASP is configured to operate in, the SGP
updates the ASP state to ASP-INACTIVE in each AS that it is a nenber.
Alternatively, the SGP may nove the ASP into a pool of Inactive ASPs
availabl e for future configuration within Application Server(s),
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determ ned in a subsequent Registrati on Request or ASP Active
procedure. The SGP responds with an ASP Up Ack nessage in

acknow edgerment. The SGP sends an ASP Up Ack nessage in response to
a

recei ved ASP Up nessage even if the ASP is already marked as ASP-

| NACTI VE at the SGP.

If for any local reason (e.g., managenent |ock-out) the SGP cannot
respond with an ASP Up Ack nessage, the SGP responds to an ASP Up
nmessage with an Error nessage with Reason "Refused - Managenent

Bl ocki ng".

At the ASP, the ASP Up Ack nessage received is not acknow edged.
Layer

Managenent is inforned with an MASP_UP confirmprimtive. Wen an
ASP
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enters the ASP-1nactive state fromthe ASP_Down state towards an SGP
the MBUA MUST nark all SS7 destinations configured to be reachable
Vi a

this SGP as avail abl e.

When the ASP sends an ASP Up nessage it starts tinmer T(ack). If the
ASP does not receive a response to an ASP Up nmessage within T(ack),

t he

ASP MAY restart T(ack) and resend ASP-Up nessages until it receives
an

ASP Up Ack nessage. T(ack) is provisionable, with a default of 2
seconds. Alternatively, retransm ssion of ASP Up nessages MAY be put
under control of Layer Managenent. In this nmethod, expiry of T(ack)
results in an MASP_UP confirmprinitive carrying a negative

i ndi cati on.

The ASP nust wait for the ASP Up Ack nessage before sendi ng any other
MBUA nessages (e.g., ASP Active or REG REQ . |If the SGP receives any
ot her MBUA nessages before an ASP Up nessage is received, the SGP
SHOULD di scard them

If an ASP Up nessage is received and internally the renbte ASPis in
t he ASP- ACTI VE or ASP- STANDBY state, an ASP-Up Ack nessage is
returned,

as well as an Error nessage ("Unexpected Message), and the renote ASP
state is changed to ASP-INACTIVE in all relevant Application Servers.

If an ASP Up nessage is received and internally the renote ASP is
already in the ASP-1NACTI VE state, an ASP Up Ack nessage is returned
and no further action is taken.

4.2.3.1.1 MBUA Version Control

If an ASP Up nessage with an unsupported version is received, the

receiving end responds with an Error nmessage, indicating the version
the receiving node supports and notifies Layer Managenent.
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This is useful when protocol version upgrades are being perfornmed in
a

network. A node upgraded to a newer version should support the ol der
versions used on other nodes it is conmunicating with. Because ASPs
initiate the ASP Up procedure it is assuned that the Error nessage
woul d normally cone fromthe SGP

4.2.3.1.2 | PSP Consi derati ons

In the case of peer-to-peer |PSPs, either of the IPSPs (I PSP_A) may
start operations by sending an ASP Up nessage to the renpte peer
(IPSP_B). Wien the ASP Up nessage is received at | PSP_B and
internally

the renote IPSP_A is in the ASP-DOMN state and not considered | ocked-
out for |ocal managenent reasons, |IPSP_B marks the renpte IPSP_A in
t he

state ASP-1NACTIVE and i nfornms Layer Managenent with an M ASP_Up
indication primtive. |1PSP_B returns an ASP-Up Ack nessage to

| PSP_A.

| PSP_A noves I PSP_B to the ASP-1NACTI VE state upon reception of an
ASP

Up Ack nessage, if is not already in the ASP_| NACTI VE state, and

i nforms Layer Managenent with an M ASP_UP confirmation primtive.

Si debott om et al [ Page
72]
Internet Draft SS7 MIP3- User Adaptation Layer Jul 2001

If for any local reason (e.g., managenent |ock-out) the | PSP_B cannot
respond with an ASP Up Ack nessage, it responds to an ASP Up nessage

with an Error nessage with Reason "Refused - Managenent Bl ocki ng" and
| eaves IPSP_A in the ASP-DOMWN st ate.

4.2.3.2 ASP-Down Procedures

The ASP will send an ASP Down nessage to an SGP when the ASP w shes
to

be

removed fromservice in all Application Servers that it is a menber
and

no | onger receive any DATA, SSNM or ASPTM nmessages. This action MAY
be

initiated at the ASP by an M ASP_DOM request primtive from Layer
Management or MAY be initiated automatically by an M3UA nanagenent
function.

Whet her the ASP is permanently renoved fromany AS is a function of
configuration nanagenent. |In the case where the ASP previously used
the Registration procedures (see Section 3.5.5) to register within
Application Servers but has not deregistered fromall of themprior
to

sendi ng the ASP Down nessage, the SGP SHOULD consi der the ASP as
Deregistered in all Application Servers that it is still a menber

The SGP narks the ASP as ASP-DOAN, informs Layer Managenent with an

M
ASP_Down indication primtive, and returns an ASP Down Ack nessage to
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the ASP. has | ocked out the ASP for managenent reasons.

The SGP sends an ASP Down Ack message in response to a received ASP-
Down nessage fromthe ASP even if the ASP is already marked as ASP-
DOWN

at the SGP. The SGP sends an ASP Down Ack nessage even if the reason
in the received ASP Down nessage is considered invalid.

At the ASP, the ASP Down Ack nessage received is not acknow edged.
Layer Managenment is inforned with an M ASP_DOWN confirmprimtive.

| f

the ASP receives an ASP Down Ack without having sent an ASP Down
nmessage, the ASP shoul d now consider itself as in the ASP-DOMN state.
If the ASP was previously in the ASP-ACTI VE or ASP_I NACTI VE st at e,

t he

ASP should then initiate procedures to return itself to its previous
state.

When the ASP sends an ASP Down nessage it starts tinmer T(ack). If

t he

ASP does not receive a response to an ASP Down nessage within T(ack),
the ASP MAY restart T(ack) and resend ASP Down nessages until it

receives an ASP Down Ack message. T(ack) is provisionable, with a
default of 2 seconds. Alternatively, retransni ssion of ASP Down
messages MAY be put under control of Layer Managenent. In this

met hod,

expiry of T(ack) results in an MASP_DOW confirmprimtive carrying
a

negati ve indication
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4.2.3.4 ASP-Active Procedures

Anytime after the ASP has received an ASP Up Ack nmessage fromthe SGP
or I PSP, the ASP sends an ASP Active nmessage to the SGP indicating

t hat

the ASP is ready to start processing traffic. This action MAY be
initiated at the ASP by an M ASP_ACTI VE request prinmtive from Layer
Management or MAY be initiated automatically by an M3UA nanagenent
function. In the case where an ASP w shes to process the traffic for
nore than one Application Server across a common SCTP associ ation

t he

ASP Active nessage(s) SHOULD contain a list of one or nore Routing
Contexts to indicate for which Application Servers the ASP Active
nmessage applies. It is not necessary for the ASP to include al

Rout i ng

Contexts of interest in a single ASP Active nessage, thus requesting
to

becone active in all Routing Contexts at the sane tine. Miltiple ASP
Active messages MAY be used to activate within the Application
Servers

i ndependently, or in sets. In the case where an ASP Active nessage
does not contain a Routing Context paraneter, the receiver must know,
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via configuration data, which Application Server(s) the ASP is a
nemnber .

For the Application Servers that the ASP can be successfully
activated,

he SGP or | PSP responds

with one or nore ASP Active Ack messages, including the associated
Routing Context and Traffic Mbde Type values. The Routing Context
parameter MJST be included in the Asp Active Ack nessage if the
recei ved ASP Active nessage contai ned any Routing Contexts.
Dependi ng

on the ASP Active Message Traffic Mdde Type request, the SGP nobves
t he

ASP to the correct ASP traffic state within the associ ated
Application

Server(s). Layer Managenent is informed with an M ASP_Active
indication. If the SGP or | PSP receives any Data nessages before an
ASP

Active nmessage is received, the SG° or I PSP MAY discard them By
sendi ng an ASP Active Ack nessage, the SGP or IPSP is now ready to
receive and send traffic for the related Routing Context(s). The ASP
SHOULD NOT send Data nessages for the related Routing Context(s)
bef ore

receiving an ASP Active Ack nessage, or it will risk nessage | oss.

Mul tiple ASP Active Ack nessages MAY be used in response to an ASP
Active nmessage containing rmultiple Routing Contexts, allow ng the SGP
or PSP to independently acknowl edge the ASP Active nessage for
different (sets of) Routing Contexts. The SGP or |PSP sends an Error
message ("lInvalid Routing Context") for each Routing Context val ue

t hat

the ASP cannot be successfully activated

In the case where an "out-of-the-blue" ASP Active nessage is received
(i.e., the ASP has not registered with the SG or the SG has no static
configuration data for the ASP), the nessage nay be silently

di scar ded

The SGP MUST send an ASP Active Ack nessage in response to a received
ASP Active nessage fromthe ASP, if the ASP is already marked in the
ASP- ACTI VE state at the SGP
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At the ASP, the ASP Active Ack nessage received is not acknow edged
Layer Managenent is informed with an M ASP_ACTIVE confirmprinitive
It is possible for the ASP to receive Data nessage(s) before the ASP
Active Ack message as the ASP Active Ack and Data nessages from an SG
or PSP may be sent on different SCTP streans. Message |loss is

possi ble as the ASP does not consider itself in the ASP-ACTIVE state
until reception of the ASP Active Ack nessage.

Wien the ASP sends an ASP Active nessage it starts tiner T(ack). |If
the ASP does not receive a response to an ASP Active nmessage within
T(ack), the ASP MAY restart T(ack) and resend ASP Active nessages
unti |
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it receives an ASP Active Ack nessage. T(ack) is provisionable, with
a
default of 2 seconds. Alternatively, retransm ssion of ASP Active

messages MAY be put under control of Layer Managenent. In this
met hod,

expiry of T(ack) results in an MASP_ACTIVE confirmprimtive
carrying

a negative indication.

There are four nodes of Application Server traffic handling in the
SGP

MBUA | ayer - Over-ride, Over-ride (Standby), Load-share and Load-
share

(Standby). The Traffic Mbde Type paraneter in the ASP Active nessage
i ndicates the traffic handling node used in a particular Application
Server. If the SGP determnes that the node indicated in an ASP
Active

nmessage i s unsupported or inconpatible with the node currently
configured for the AS, the SGP responds with an Error nessage
("Unsupported / Invalid Traffic Handling Mdde"). If the Traffic
Handl i ng node of the Application Server is not already known via
configuration data, then the Traffic Handling node indicated in the
first ASP Active nessage causing the transition of the Application
Server state to AS-ACTIVE MAY be used to set the node.

In the case of an Over-ride node AS, reception of an ASP Active
nessage

at an SGP causes the (re)direction of all traffic for the AS to the
ASP

that sent the ASP Active nessage. Any previously active ASP in the
AS

is now considered to be in state ASP-1NACTI VE and SHOULD no | onger
receive traffic fromthe SG°P within the AS. The SGP or | PSP then
MUST

send a Notify nessage ("Alternate ASP-Active") to the previously
active

ASP in the AS, and SHOULD stop traffic to/fromthat ASP. The ASP
receiving this Notify MJST consider itself now in the ASP-1NACTI VE
state, if it is not already aware of this via inter-ASP contmunication
with the Over-riding ASP.

In the case of Over-ride (Standby) node the traffic is not started to
the ASP until the currently active ASP transitions to the ASP-

I NACTI VE

or ASP-DOMN state. At this point the ASP that sent the ASP Active
nmessage ("Over-Ride (Standby)") is noved to the ASP-ACTI VE state and
the traffic is redirected. A second ASP Active Ack nmessage with a
new

Traffic Mode Type ("Over-ride", previously "Over-ride(Standby)") is
sent to the ASP. A Notify nessage ("Alternate ASP-Active") is not
sent

in this case
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If there is no currently active ASP, an ASP Active Ack nessage
(" Cver -
ride") is returned right away and the traffic is directed to the ASP

In the case of a Load-share node AS, reception of an ASP Active
nessage

at an SGP or | PSP causes the direction of traffic to the ASP sending
the ASP Active nmessage, in addition to all the other ASPs that are
currently active in the AS. The algorithmat the SGP for | oad-
sharing

traffic within an AS to all the active ASPs is inplenentation
dependent. The algorithmcould, for exanple, be round-robin or based
on information in the Data nessage (e.g., the SLS, SCCP SSN, ISUP CIC
val ue).

An SGP or | PSP, upon reception of an ASP Active nessage for the first
ASP in a Loadshare AS, MAY choose not to direct traffic to a newmy
active ASP until it deternines that there are sufficient resources to
handl e the expected load (e.g., until there are "n" ASPs in state
ASP-

ACTIVE in the AS).

In the case of a Load-share (Standby) node AS, the traffic is not
started to the ASP until the SGP or I PSP deternines that there are
insufficient resources available in the AS. This is |ikely when one
of

the active | oad-sharing ASPs transitions to either the ASP-1NACTI VE
or

ASP-DOMN state. At this point the ASP that sent the ASP Active
nessage

("Load-share (Standby)") is noved to the ASP_ACTIVE state and traffic
is started. A second ASP Active Ack nessage with a new Traffic Mde
Type ("Load-share" - previously "Loadshare(Standby)") is sent to the
ASP. A Notify nessage ("lnsufficient ASP resources active in AS ") is
not sent in this case.

If there is no currently active ASP, an ASP Active Ack nessage
("Loadshare") is returned right away and the traffic is directed to
t he

ASP.

Al'l ASPs within a | oad-sharing node AS nust be able to process any
Dat a nessage received for the AS, in order to acconmobdate any
potenti al

fail-over or rebalancing of the offered | oad.

4.2.3.5 ASP | nactive Procedures

When an ASP wi shes to withdraw fromreceiving traffic within an AS
t he

ASP sends an ASP I nactive nmessage to the SGP or IPSP. This action
MAY

be initiated at the ASP by an M ASP_I NACTI VE request primtive from
Layer Managenment or MAY be initiated automatically by an MBUA
managenent function. In the case where an ASP is processing the
traffic for nmore than one Application Server across a comon SCTP
associ ati on, the ASP | nactive nessage contains one or nore Routing
Contexts to indicate for which Application Servers the ASP | nactive
message applies. In the case where an ASP | nactive nessage does not
contain a Routing Context paraneter, the receiver nust know, via
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configuration data, which Application Servers the ASP is a nenber and
move the ASP to the ASP-INACTIVE state in each all Application
Servers

In the case of an Over-ride node AS, where another ASP has al ready
taken over the traffic within the AS with an ASP Active ("Over-ride")
nmessage, the ASP that sends the ASP Inactive nessage is already
considered by the SGP to be in state ASP-INACTIVE. .An ASP I nactive
Ack

nmessage is sent to the ASP, after ensuring that all traffic is

st opped

to the ASP.

In the case of a Load-share node AS, the SGP noves the ASP to the
ASP-

I NACTI VE state and the AS traffic is re-allocated across the
remai ni ng

ASPs in the state ASP-ACTIVE, as per the | oad-sharing algorithm
currently used within the AS. A Notify message("Insufficient ASP
resources active in AS'") MAY be sent to all inactive ASPs, if
required.

However, if a Loadshare ("Standby") ASP is available, it nmay be now
i medi ately included in the | oadshare group and a Notify nessage is
not

sent. An ASP Inactive Ack nessage is sent to the ASP after al
traffic

is halted and Layer Managenent is infornmed with an M ASP_I NACTI VE

i ndi cation primtive.

Mul tiple ASP Inactive Ack nessages MAY be used in response to an ASP
I nacti ve nmessage containing multiple Routing Contexts, allow ng the
SGP

or I1PSP to independently acknow edge for different (sets of) Routing
Contexts. The SGP or I PSP sends an Error nessage ("lnvalid Routing
Context") nmessage for each invalid or un-configured Routing Context
value in a received ASP Inactive nmessage nessage

The SGP MUST send an ASP Inactive Ack nmessage in response to a
recei ved

ASP I nactive nessage fromthe ASP and the ASP is al ready marked as
ASP-

| NACTI VE at the SGP

At the ASP, the ASP-Ilnactive Ack nessage received is not

acknow edged.

Layer Managenent is informed with an M ASP_| NACTI VE confirm
primtive.

When the ASP sends an ASP | nactive nessage it starts timer T(ack).

| f

the ASP does not receive a response to an ASP Inactive nmessage within
T(ack), the ASP MAY restart T(ack) and resend ASP Inactive nessages
until it receives an ASP Inactive Ack message. T(ack) is

provi sionable, with a default of 2 seconds. Alternatively,
retransni ssion of ASP Inactive nessages MAY be put under control of
Layer Managenment. In this nethod, expiry of T(ack) results in a M
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ASP_Inactive confirmprimtive carrying a negative indication

If no other ASPs in the Application Server are in the state ASP-

ACTI VE

or ASP- STANDBY, the SGP MJST send a Notify nessage ("AS-Pending”) to
all of the ASPs in the AS which are in the state ASP-INACTIVE. The
SGP

SHOULD start buffering the incom ng nessages for T(r)seconds, after
whi ch nmessages MAY be discarded. T(r) is configurable by the network
operator. |If the SGP receives an ASP Active nessage froman ASP in
t he

AS before expiry of T(r), the buffered traffic is directed to that
ASP

and the tiner is cancelled. [If T(r) expires, the ASis noved to the
AS- | NACTI VE st ate.
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4.2.3.6 Notify Procedures

A Notify nmessage reflecting a change in the AS state SHOULD be sent
to

all ASPs in the AS, except those in the ASP-DOM state, with
appropriate Status Information. The Notify nmessage MJUST be sent
after

any ASP State or Traffic Managenent acknow edgenent nessages (e.g.
ASP

Up Ack, ASP Down Ack, ASP Active Ack, or ASP Inactive Ack). At the
ASP, Layer Managenent is inforrmed with an M NOTIFY indication
primtive.

In the case where a Notify message("AS-Pendi ng") nmessage is sent by
an

SGP that now has no ASPs active to service the traffic, or where a
Notify message("lnsufficient ASP resources active in AS') is sent in
the Loadshare nobde, the Notify nessage does not explicitly conpel the
ASP(s) receiving the nessage to becone active. The ASPs renmain in
control of what (and when) traffic action is taken

In the case where a Notify nessage does not contain a Routing Context
paraneter, the receiver nust know, via configuration data, of which
Application Servers the ASP is a nmenber and take the appropriate
action for

the ASP in each AS

4.2.3.7 Heartbeat Procedures

The optional Heartbeat procedures MAY be used when operating over
transport |ayers that do not have their own heartbeat nechanism for
detecting loss of the transport association (i.e., other than SCTP)

After receiving an ASP Up Ack nessage from an M3UA peer in response
to

an ASP Up nessage, an ASP nay optionally send Heartbeat nessages
periodically, subject to a provisionable tinmer T(beat). Upon

recei ving
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a Heartbeat nessage, the MBUA peer MUST respond with a Heartbeat ACK
nessage

At the ASP, if no Heartbeat Ack nmessage (or any other MUA nessage)
is

received fromthe MBUA peer within 2*T(beat), the renote M3UA peer is
consi dered unavail abl e. Transm ssion of Heartbeat nessages is

st opped

and the ASP SHOULD attenpt to re-establish conmunication with the SGP
M3UA peer.

The Heartbeat nessage nmay optionally contain an opaque Heartbeat Data
paraneter that MJST be echoed back unchanged in the rel ated Heart beat
Ack nessage. The ASP, upon exanining the contents of the returned
Heart beat Ack nmessage, MAY choose to consider the renote MBUA peer as
unavai l able. The contents/format of the Heartbeat Data paraneter is
i mpl enent ati on- dependent and only of local interest to the origina
sender. The contents may be used, for exanple, to support a
Hear t beat

sequence algorithm (to detect m ssing Heartbeats), and/or a tinestanp
mechani sm (to eval uate del ays).
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Not e: Heartbeat related events are not shown in Figure 4 "ASP state
transition diagrani.

4.2.4 Routing Key Management Procedures
4.2.4.1 Registration

An ASP MAY dynanically register with an SGP as an ASP within an
Application Server using the REG REQ nessage. A Routing Key paraneter
in the REG REQ nessage specifies the paraneters associated with the
Routi ng Key.

The SGP exam nes the contents of the received Routing Key paraneter
and

conpares it with the currently provisioned Routing Keys. |If the
recei ved Routing Key matches an existing SGP Routing Key entry, and
t he

ASP is not currently included in the list of ASPs for the rel ated
Application Server, the SG° MAY authorize the ASP to be added to the
AS. O, if the Routing Key does not currently exist and the received
Routing Key data is valid and uni que, an SGP supporting dynam c
configuration MAY aut horize the creation of a new Routing Key and
rel ated Application Server and add the ASP to the new AS. In either
case, the SGP returns a Registration Response nessage to the ASP
containing the sanme Local-RK-lIdentifier as provided in the initial
request, and a Registration Result "Successfully Registered". A

uni que

Routing Context value assigned to the SGP Routing Key is included.
The

met hod of Routing Context value assignnent at the SG SGP is
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i npl enent ati on dependent but nust be guaranteed to be uni que across
al |
SGPs in an SG

If the SGP determines that the received Routing Key data is invalid,
or

contains invalid paranmeter values, the SGP returns a Registration
Response nessage to the ASP, containing a Registration Result "Error

Invalid Routing Key", "Error - Invalid DPC', "Error - Invalid Network
Appear ance" as appropri ate.

If the SGP deternines that a uni que Routing Key cannot be created,
t he
SGP returns a Registration Response nessage to the ASP, with a

Regi stration Status of "Error - "Cannot Support Unique Routing” An
i nconmi ng signalling nessage received at an SGP shoul d not match
agai nst

nmore than one Routing Key.

If the SGP does not authorize the registration request, the SGP
returns

a REG RSP nmessage to the ASP containing the Registration Result
"Error

0 Perm ssion Denied"

If an SCGP determines that a received Routing Key does not currently
exi st and the SGP does not support dynamnmic configuration, the SGP
returns a Registrati on Response nessage to the ASP, containing a
Regi stration Result "Error - Routing Key not Currently Provisioned"
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If an SGP determ nes that a received Routing Key does not currently
exi st and the SGP supports dynam ¢ configuration but does not have
t he

capacity to add new Routing Key and Application Server entries, the
SGP

returns a Registrati on Response nessage to the ASP, containing a
Regi stration Result "Error - Insufficient Resources”

If an SGP determ nes that one or nore of the Routing Key paraneters
are

not supported for the purpose of creating new Routing Key entries

t he

SCP returns a Registration Response nmessage to the ASP, containing a
Regi stration Result "Error O Unsupported RK paraneter field". This
result MAY be used if, for exanple, the SGP does not support RK
Circuit

Range Lists in a Routing Key because the SGP does not support | SUP
traffic, or does not provide ClC range granularity.

A Regi stration Response "Error 0 Unsupported Traffic Handling Mode"
is
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returned if the Routing Key in the REG REQ contains an Traffic
Handl i ng

Mode that is inconsistent with the presently configured node for the
mat chi ng Application Server.

An ASP MAY register multiple Routing Keys at once by including a
nunber

of Routing Key paraneters in a single REG REQ nessage. The SGP MAY
respond to each registration request in a single REG RSP nessage,

i ndi cating the success or failure result for each Routing Key in a
separate Registration Result paraneter. Alternatively the SG°P MAY
respond with nultiple REG RSP nessages, each with one or nore

Regi stration Result paraneters. The ASP uses the Local -RK-ldentifier
paraneter to correlate the requests with the responses.

Upon successful registration of an ASP in an AS, the SGP can now send
related SS7 Signalling Network Managenent nessaging, if this did not
previously start upon the ASP transitioning to state ASP-I NACTI VE

4.2.4.2 Deregistration

An ASP MAY dynamically deregister with an SGP as an ASP within an
Application Server using the DEREG REQ nmessage. A Routing Context
parameter in the DEREG REQ nmessage specifies which Routing Keys to
de-

register. An ASP SHOULD nove to the ASP-1NACTIVE state for an
Application Server before attenpting to deregister the Routing Key
(i.e., deregister after receiving an ASP Inactive Ack). Also, an ASP
SHOULD deregister fromall Application Servers that it is a nenber
before attenpting to nove to the ASP-Down state

The SGP exam nes the contents of the received Routing Context

par anet er
and validates that the ASP is currently registered in the Application
Server(s) related to the included Routing Context(s). |If validated,

the ASP is de-registered as an ASP in the rel ated Application Server
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The deregi stration procedure does not necessarily inply the deletion
of

Routing Key and Application Server configuration data at the SGP

O her

ASPs may continue to be associated with the Application Server, in
whi ch case the Routing Key data MJUST NOT be deleted. |If a

Deregi stration results in no nore ASPs in an Application Server, an
SGP

MAY del ete the Routing Key data.

The SGP acknowl edges the deregistration request by returning a DEREG
RSP nessage to the requesting ASP. The result of the deregistration
is

found in the Deregistration Result paraneter, indicating success or
failure with cause
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An ASP MAY deregister nultiple Routing Contexts at once by including
ﬁunber of Routing Contexts in a single DEREG REQ nessage. The SGP
Ngzpond to each deregistration request in a single DEREG RSP nessage
i ndi cating the success or failure result for each Routing Context in
2eparate Deregi stration Result paraneter.

4.3 Procedures to Support the Availability or Congestion Status of
SS7
Desti nation

4.3.1 At an SCGP

On receiving an MIP- PAUSE, MIP- RESUME or MIP- STATUS i ndi cation
primtive fromthe nodal inter-working function at an SGP, the SGP
MBUA

layer will send a corresponding SS7 Signalling Network Managenent
(SSNM) DUNA, DAVA, SCON, or DUPU nessage (see Section 3.4) to the
MBUA

peers at concerned ASPs. The MBUA layer nust fill in various fields
of

the SSNM nessages consistently with the information received in the
primtives.

The SGP MBUA | ayer determ nes the set of concerned ASPs to be

i nf or med

based on the SS7 network partition for which the primtive indication
is relevant. In this way, all ASPs configured to send/receive traffic
within a particular network appearance are inforned. |f the SGP
operates within a single SS7 network appearance, then all ASPs are

i nf or ned.

The SG M3UA MAY filter further based on the Affected Point Code in

t he

MIP- PAUSE, MIP- RESUVE or MIP- STATUS indication primtives. 1In this
way

ASPs can be infornmed only of affected destinations to which they
actually comuni cate. The SGP M3UA | ayer MAY al so suppress DUPU
nmessages to ASPs that do not inplement an MIP3-User protocol peer for
the affected MIP3-User.

DUNA, DAVA, SCON, and DRST nessages MUST be sent sequentially and
processed at

the receiver in the order sent. SCTP stream"0" is used to provide
t he

sequencing. . The only exception to this is if the internationa
congestion

nmet hod (see Q 704) is used. |If so, the Unordered bit in the SCTP
DATA chunk MAY

be used for the SCON nmessage.
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Sequencing is not required for the DUPU or DAUD nessages, which MAY
be sent un-sequenced. Again, SCTP stream O is used, with optiona
use

of the Unordered bit in the SCTP DATA chunk

4.3.2 At an ASP
4.3.2.1 Single SGP Configurations

At an ASP, upon receiving an SS7 Signalling Network Managenent (SSNM
message fromthe renote M3UA Peer, the MBUA | ayer invokes the
appropriate primtive indications to the resident M3UA-Users. Loca
managenent is informned.

In the case where a | ocal event has caused the unavailability or
congestion status of SS7 destinations, the MBUA | ayer at the ASP MJST
pass up appropriate indications in the prinmtives to the M3UA User,
as

t hough equi val ent SSNM nessages were received. For exanple, the |oss
of an SCTP association to an SGP may cause the unavailability of a
set

of SS7 destinations. MIP-PAUSE indication prinmtives to the M3UA
User

are appropriate. To acconplish this, the M3UA | ayer at an ASP

maei ntains the status of routes via the SGP), much |ike an MIP3 | ayer
mai nt ai ns rout e-set status.

4.3.2.2 Multiple SGP Configurations

At an ASP, upon receiving a Signalling Network Managenent nessage
from

the renote MBUA Peer, the MBUA | ayer updates the status of the

af fected

route(s) via the originating SG and detern nes, whether or not the
overall availability or congestion status of the effected
destination(s) has changed. If so, the M3UA | ayer invokes the
appropriate primtive indications to the resident M3UA-Users. Loca
managenent is informned.

An MBUA | ayer at the ASP MAY choose to mmintain know edge of which
SGPs

are included in Signalling Gateways for the purpose of interpreting
SSNM nessagi ng fromone SGP so as to apply to all the SGPs in the SG

4.3.3 ASP Auditing

An ASP may optionally initiate an audit procedure in order to enquire
of an SGP the availability and, if the national congestion nethod
with

mul ti pl e congestion | evels and nessage priorities is used, congestion
status of an SS7 destination or set of destinations. A Destination
Audit (DAUD) nessage is sent fromthe ASP to the SGP requesting the
current availability and congestion status of one or nore SS7

Desti nation Poi nt Codes.

The DAUD nessage MAY be sent un-sequenced. The DAUD MAY be sent by

t he
ASP in the follow ng cases:
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A Tinmer originally set upon reception of a DUNA, SCON
or DRST nessage has expired w thout a subsequent

DUNA, SCON or DRST message updating the

avail abi lity/congestion status of the affected
Destination Point Codes. The Tiner is reset upon
issuing a DAUD. 1In this case the DAUD is sent to the
SGP that originally sent the SSNM nessage.

The ASP is newly ASP-INACTIVE or ASP-ACTI VE or has

isolated froman SGP for an extended period. The ASP
MAY request the availability/congestion status of one
or nore SS7 destinations to which it expects to
conmuni cat e.

In the first of the cases above, the auditing procedure nust not be
i nvoked for the case of a received SCON nessage containing a

congestion

| evel val ue of
"0"). This is
abat enent

"no congestion" or undefined" (i.e., congestion Leve

because the val ue indicates either congestion

or that the I'TU MIP3 international congestion nethod is being used.

I'n

the international congestion nethod, the MIP3 | ayer at the SGP does

not

maei ntain the congestion status of any destinations and therefore the
SGP cannot provide any congestion information in response to the

DAUD.

For the same reason, in the second of the cases above a DAUD nessage
cannot reveal any congested destination(s).

The SGP MUST respond to a DAUD nessage with the MIP3
avail abi lity/congested status of the routeset associated with each

Desti nati on Poi
SS7

nt Code(s) in the DAUD nessage. The status of each

destination requested is indicated in a DUNA nessage (if

unavai l abl e),
a DAVA nessage

(if available), or a DRST (if restricted and the SGP

supports this feature). |If the SS7 destination is avail able and

congested, the
DAVA nessage
t he

SGP responds with an SCON nessage in addition to the
If the SS7 destination is restricted and congested,

SGP responds with an SCON nessage in addition to the DRST. |If the

SGP

has no information on the availability/congestion status of the SS7
destination, the SGP responds with a DUNA nessage, as it has no

routing
information to

allowit to route traffic to this destination

Any DUNA or DAVA nessage in response to a DAUD nmessage MAY contain a
list of up to sixteen Affected Point Codes.
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4.4 MIP3 Restart

In the case where the MIP3 in the SG undergoes an MIP restart, event
conmuni cati on SHOULD be handl ed as fol | ows:

When the SG di scovers SS7 network isolation, the SGPs send an

i ndi cation

to all concerned available ASPs (i.e., ASPs in the ASP-ACTI VE, ASP-
STANDBY or ASP-1 NACTI VE state) using a DUNA nessage. For the purpose
of

MIP restart, all Signalling Point Managenment Clusters with point
codes

Si debottom et al [ Page
83]
I nternet Draft SS7 MIP3- User Adaptation Layer Jul 2001

different fromthat of the SGwith at [ east one ASP in the ASP-ACTI VE
state or that has sent an ASP ACTI VE nessage to the SG during the
first

part of the restart procedure should be considered as available. |If
t he

MBUA | ayer at the SCGP receives any ASP ACTI VE nessages during the
restart procedure, it delays the ASP ACTI VE ACK nessages until the
end

of the restart procedure. During the second part of the restart
procedure the SGP M3UA | ayers at the SGPs informall concerned ASPs
in

t he ASP- ACTI VE, ASP- STANDBY or ASP-I1 NACTI VE states of any unavail abl e
SS7 destinations using the DUNA nessage. At the end of the restart
procedure the SG°P MBUA | ayers send an ASP ACTI VE ACK nessage to al
ASPs

in the ASP-ACTI VE state.

Wen the MBUA | ayer at an ASP receives a DUNA nessage indicating SS7
network isolation at an SG it will stop any affected traffic via
this

route. Wen the MBUA subsequently receives any DUNA nessages from an
SGP

it wll mark the affected SS7 destinations as unavail able via that
SG

When the MBUA receives an ASP ACTI VE ACK nmessage it can resumne
traffic

to available SS7 destinations via this SG, provided the ASPis in

t he

ASP- ACTI VE state towards this SGP. The ASP MAY choose to audit the
availability of any unavail abl e destinations

5. Exanpl es of MBUA Procedures
5.1 Establishnment of Association and Traffic between SGPs and ASPs
5.1.1 Single ASP in an Application Server ("1+0" sparing),

5.1.1.1 Single ASP in an Application Server ("1+0" sparing), No
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Regi stration

This scenario shows the exanpl e MBUA nessage flows for the
establishment of traffic between an SGP and an ASP, where only one
ASP

is configured within an AS (no backup). It is assuned that the SCTP
association is already set-up. The sending of any DUNA/ SCON nessages
by

the SGP is not shown but is simlar to the case described in Section
5.1.2.

SGP ASP1
| |
[<---emmmaam - ASP Up------------ |
|----------- ASP Up Ack---------- >|
| |
[ <------- ASP Active(RCn)-------- | RC: Routing Context
[----- ASP Active Ack (RCn)------ >| (optional)

Note: If the ASP Active nessage contains an optional Routing Context
paranmeter, The ASP Active nessage only applies for the specified RC
val ue(s). For an unknown RC val ue, the SGP responds with an Error
nessage.
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5.1.1.2 Single ASP in Application Server ("1+0" sparing), Dynamic
Regi stration

This scenario is the sane as for 5.1.1.1 but with the optiona

exchange
of registration information. |In this case the Registration is
accept ed
by the SGP.
SGP ASP1

| |

[<----mmmee- - ASP Up------------- |

|[---------- ASP Up Ack----------- >|

|

| <----REG STER REQ(LRCn, RKn) - - - - - | LRC Local Routing

| | Cont ext

| ----REA STER RESP(LRCn, RCn) - - - - >| RK: Routing Key

| | RC. Routing
Cont ext

| |

| <------- ASP Active(RCn)-------- |

|----- ASP Active Ack (RCn)------ >|

Note: In the case of an unsuccessful registration attenpt (e.g.
Invalid RKn), the Register Response nessage will contain an
unsuccessful indication and the ASP will not subsequently send an ASP
Active nmessage

CR page 93



5.1.1.3 Single ASP in Multiple Application Servers (each with "1+0"
sparing), Dynam c Registration (Case 1 0 Multiple Registration
Request s)

SGP ASP1

| |

[<----omm--- ASP Up------------- |

[---------- ASP Up Ack----------- >|

| |

| <----REQ STER REQ(LRC1, RK1) ----- | LRC. Local Routing

| | Cont ext

| ----REGQ STER RESP(LRC1, RC1) - - - ->| RK: Routing Key

| | RC. Routing
Cont ext

| |

[ <------- ASP Active(RCl)-------- |

[----- ASP Active Ack (RC1)------ >|

: :

| <----REQ STER REQ LRCn, RKn) - ---- |

| |

| ----REGQ STER RESP(LRCn, RCn) - - - - >|

| |

| _ |

[ <------- ASP Active(RCn)-------- |

|----- ASP Active Ack (RCn)------ >|

| |
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Note: In the case of an unsuccessful registration attenpt (e.g.,
Invalid RKn), the Register Response nessage will contain an
unsuccessful indication and the ASP will not subsequently send an ASP
Active message. Each LRC/RK pair registration is considered

i ndependent | y.

It is not necessary to follow a Registrati on Request/Response nessage
pair with an ASP Active nessage before sending the next Registration
Request. The ASP Active nessage can be sent at any tine after the

rel ated successful registration.

5.1.1.4 Single ASP in Multiple Application Servers (each with "1+0"
sparing), Dynamic Registration (Case 2 0 Single Registration Request)

|

| <---REAQ STER REQ {LRC1, RK1}, ----|
| |
| {LRCn, RKn}), ----|
| |
| ---REA STER RESP({LRC1, RC1}, --->|
|
|

|
(LRCn, RCn}) |
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| <------- ASP Active(RCl)-------- |

[----- ASP Active Ack (RCLl)------ >|
| |
| _ |
| <------- ASP Active(RCn)-------- |
|----- ASP Active Ack (RCn)------ >|

Note: In the case of an unsuccessful registration attenpt (e.g.
Invalid RKn), the Register Response nessage will contain an
unsuccessful indication and the ASP will not subsequently send an ASP
Active nmessage. Each LRC/ RK pair registration is considered

i ndependently.

The ASP Active nessage can be sent at any time after the rel ated
successful registration, and may have nore than one RC

Si debott om et al [ Page
86]
Internet Draft SS7 MIP3- User Adaptation Layer Jul 2001

5.1.2 Two ASPs in Application Server ("1+1" sparing)

This scenari o shows the exanple M3UA nessage flows for the

establi shnent of traffic between an SGP and two ASPs in the same
Application Server, where ASPl is configured to be in the ASP-ACTIVE
state and ASP2 is to be a "back-up" in the event of conmunication
failure or the withdrawal from service of ASPl. ASP2 nmay act as a
hot ,

warm or cold back-up depending on the extent to which ASP1 and ASP2
share call/transaction state or can conmuni cate call state under
failure/w thdrawal events. The exanple nessage flow is the sane
whet her the ASP Active nmessages indicate "Over-ride" or "Load-share"
node, al though typically this exanple would use an Over-ride nobde
The

SGP MAY start sending any rel evant DUNA, DRST and SCON nessages to
ASPs

as soon as they enter the ASP-INACTIVE state. In the case of MIP
Restart, the ASP-Active Ack nessage is only sent after all rel evant
DUNA/ DRST/ SCON nessages have been transnmitted to the concerned ASP

SGP ASP1 ASP2
| | |
| <-------- ASP Up---------- |
|[------- ASP Up Ack------- >|
| | |
IS ASP Up----------------
I ASP Up Ack------------ >
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| <------- ASP Active------- |
[------ ASP Active Ack---->|

Note: It is also possible for ASP2 to send an ASP-Active ("Over-ride-
St andby") nessage after ASP1 goes ASP-ACTIVE A simlar sparing
arrangenent is created, except that the SG° may re-direct traffic to
ASP2 nore quickly in certain fail-over cases.

5.1.3 Two ASPs in an Application Server ("1+1" sparing, |oad-sharing
case)

This scenario shows a simlar case to Section 5.1.2 but where the two
ASPs are brought to the state ASP-ACTIVE and subsequently | oad-share
the traffic. In this case, one ASP is sufficient to handle the total
traffic |l oad. The sending of DUNA, DRST and SCON nessages by the SGP
is

not shown but is simlar to the case described in Section 5.1.2.
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SGP ASP1 ASP2

| | |

| <--------- ASP Up--------- |

|[-------- ASP Up Ack------ >|

| | |

[<emmmm e ASP Up---------------

I T T ASP Up Ack------------ >

S T ASP Active (Ldshr)----- |
I R TR T ASP Active Ack------ >|

5.1.4 Three ASPs in an Application Server ("n+k" sparing, |oad-
sharing
case)

This scenari o shows the exanple M3UA nessage flows for the
establishnent of traffic between an SGP and three ASPs in the sane
Application Server, where two of the ASPs are brought to the state
ASP-

ACTI VE and subsequently share the load. In this case, a nininmm of

t wo

ASPs are required to handle the total traffic load (2+1 sparing). The
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sendi ng of DUNA, DRST and SCON nessages by the SGP is not shown but

is

simlar to the case described in Section 5.1.2.

SGP ASP1
ASP3
| |
[ <------ ASP Up------- |
|----- ASP Up Ack---->|
| |
[ <--emmmmm e
R R L T pppp——
| |

Si de
88]

Inte

Not e

A
sim

redirect traffic to ASP3 nore quickly in certain fail-over

5.2 ASP Traffic Fail -over

|
| |
| <--ASP Act (Ldshr)--|
| ----ASP Act Ack---->|

R et ASP Act.
-ASP Act Ack

bottom et al

rnet Draft

(Ldshr) - --

ASP2

SS7 MIP3-User Adaptation Layer
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Jul 2001

It is also possible for ASP3 to send an ASP Active nessage
(" Loadshar e- St andby") after ASP1 and ASP2 go to the ASP-ACTIVE state

| ar sparing arrangenent

is created,

Exanpl es

except that the SGP nmay

5.2.1 (1+1 Sparing, Wthdrawal of ASP, Back-up Over-ride)
Foll owing on fromthe exanple in Section 5.1.2,
from
servi ce:
SGP ASP1
| |
| <----- ASP | nactive------- |
| ----ASP | nactive Ack---->|
[-----mmmm e - - NTFY( AS- Pendi ng) - - - -
| |
S LR ASP Active---------- |
[=-mmm ASP Active Ack
|
Note: If the SGP MBUA | ayer detects the |oss of the M3UA peer

CR page 97

cases.

and ASP1 wi t hdr aws

( MBUA



heartbeat |oss or detection of SCIP failure), the initial ASP
I nactive
nmessage exchange (i.e., SGP to ASP1l) would not occur.

5.2.2 (1+1 Sparing, Back-up Over-ride)

Following on fromthe exanple in Section 5.1.2, and ASP2 wi shes to
over-ride ASP1 and take over the traffic:

[ <-mmmmm o ASP Active---------- |
I R TR T ASP Active Ack------ >|
| ----NTFY(A't ASP-Act)--->|

5.2.3 (n+k Sparing, Load-sharing case, Wthdrawal of ASP)

Following on fromthe exanple in Section 5.1.4, and ASP1 wi t hdraws
from

service:
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SGP ASP1 ASP2

ASP3

| |
| <----ASP I nact.----- |

| ---ASP I nact Ack--->|

|
|
|
R R R NTFY(Ins. ASPS)----------- >
|

For the Notify nessage to be sent, the SG naintains know edge of the
m ni mum ASP resources required (e.g., if the SG knows that "n+k" =
"2+1" for a load-share AS and "n" currently equals "1").

Note: If the SGP detects |oss of the ASP1 MBUA peer (MBUA heart beat

| oss or detection of SCTP failure), the initial ASP |Inactive nessage
exchange (i.e., SGP-ASP1l) would not occur.

5.3 Normal Wthdrawal of an ASP from an Application Server and Tear-
down of an Associ ation
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An ASP which is now confirmed in the state ASP-INACTIVE (i.e., the
ASP

has received an ASP Inactive Ack nessage) may now proceed to the ASP-
DOMWN state, if it is to be renoved fromservice. Followi ng on from
Section 5.2.1 or 5.2.3, where ASP1 has noved to the "Inactive" state:

SGP ASP1

|
<----- ASP | nactive (RCn)------- | RC:. Routing Context
----ASP I nactive Ack (RCn)---->|

|

|

| |

| <----- DEREG STER REQ(RCn) - ----- | See Not es
|

|

|

Note: The Deregistration procedure MJST be used if the ASP previously
used the Registration procedures for configuration within the
Application Server. ASP Inactive and Deregi ster messages exchanges
nmay

contain multiple Routing Contexts.
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The ASP SHOULD be ASP-1 NACTI VE and de-registered in all its Routing
Contexts before attenpting to nove to the ASP-DOMN st ate.

5.4 MUA/ MIP3- User Boundary Exanpl es

5.4.1 At an ASP

This section describes the primtive napping between the MIP3 User
?Eg MBUA | ayer at an ASP.

5.4.1.1 Support for MIP-TRANSFER Primtives at the ASP

5.4.1.1.1 Support for MIP- TRANSFER Request Prinmitive

W\en the MIP3-User on the ASP has data to send into the SS7 network,
Iutses the MIP- TRANSFER request primtive. The M3UA | ayer at the ASP
will do the follow ng when it receives an MIP- TRANSFER request

primitive fromthe MBUA user:

- Determine the correct SGP;
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- Determine the correct association to the chosen SGP;

- Deternine the correct streamin the association (e.g., based on
SLS);

- Determ ne whether to conplete the optional fields of the DATA
nessage;

- Map the MIP- TRANSFER request primtive into the Protocol Data
field of a DATA nmessage;

- Send t he DATA nessage to the renote MBUA peer at the SGP, over

t he
SCTP associ ati on.
SGP ASP
| |
| <----- DATA Message------- | <- - MTP- TRANSFER r eq.

5.4.1.1.2 Support for the MIPOTRANSFER I ndication Primtive
When the MBUA | ayer on the ASP receives a DATA nessage fromthe
renot e

MBUA peer at the SGP, it will do the follow ng:

- BEvaluate the optional fields of the DATA nessage, if present;
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- Map the Protocol Data field of a DATA nessage into the MIP-
TRANSFER
i ndi cation primtive;

- Pass the MIP-TRANSFER indication prinmtive to the user part. In
case of multiple user parts, the optional fields of the Data
nmessage are used to determne the concerned user part.

SGP ASP
| |
[------ Dat a Message------ >| - - >MI'P- Tr ansf er i nd.

| |
5.4.1.1.3 Support for ASP Querying of SS7 Destination States

There are situations such as tenporary |oss of connectivity to the
SGP

that may cause the MBUA | ayer at the ASP to audit SS7 destination
avail ability/congestion states. Note: there is no primtive for the
MIP3-User to request this audit fromthe MBUA |layer as this is
initiated by an internal M3UA managenent functi on.

SGP ASP
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5.4.2 At an SGP

This section describes the primtive napping between the MIP3-User
and
the MBUA | ayer at an SGP

5.4.2.1 Support for MIP-TRANSFER Request Primtive at the SGP
When the MBUA | ayer at the SGP has recei ved DATA nessages fromits
peer

destined to the SS7 network it will do the follow ng:

- Evaluate the optional fields of the DATA nessage, if present, to
determ ne the Network Appearance;

- Map the Protocol data field of the DATA nessage into an MIP-
TRANSFER request primtive

- Pass the MIP- TRANSFER request primtive to the MIP3 of the
concer ned Networ k Appearance.
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SGP ASP
| |
<---MIP- TRANSFER req. | <--------- DATA ---------- |

5.4.2.2 Support for MIP-TRANSFER Indication Primtive at the SGP
When the MIP3 layer at the SGP has data to pass its user parts, it
will
use the MIP-TRANSFER i ndication primtive. The M3UA | ayer at the SGP
will do the follow ng when it receives an MIP- TRANSFER i ndi cati on
primtive:

- Determine the correct ASP

- Determine the correct association to the chosen ASP

- Deternine the correct streamin the association (e.g., based on
SLS);

- Determ ne whether to conplete the optional fields of the DATA
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message;

- Map the MIP- TRANSFER indication primtive into the Protocol Data
field of a DATA nessage;

- Send the DATA nessage to the renote M3UA peer in the ASP, over
t he
SCTP associ ation

SGP ASP

| |
- - MIP- TRANSFER i nd. - >| == === ===~ DATA -==-c---- >|

5.4.2.3 Support for MIP-PAUSE, MIP-RESUVE, MIP-STATUS I ndication
Prinmtives

The MIP- PAUSE, MIP- RESUME and MIP- STATUS i ndication primtives from
t he

MIP3 upper |layer interface at the SGP need to be nmade available to
t he

renmote MIP3 User Part |ower layer interface at the concerned ASP(s).

5.4.2.3.1 Destination Unavail abl e

The MIP3 | ayer at the SGP will generate an MIP-PAUSE i ndi cation
primitive when it determines locally that an SS7 destination is
unreachable. The MBUA layer will nmap this primtive to a DUNA
nessage.

The SGP MBUA | ayer determ nes the set of concerned ASPs to be

i nf or med

based on internal SS7 network information associated with the MIP-
PAUSE

i ndi cation primtive indication.
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SGP ASP
| |
--MIP-PAUSE ind.-->|--------- DUNA- - - - ------- >| - - MTP- PAUSE i nd. - - >

5.4.2.3.2 Destination Avail abl e

The MIP3 at the SGP will generate an MIP-RESUME indication prinitive
when it deternmines locally that an SS7 destination that was

previ ously

unreachable is now reachable. The MBUA layer will nap this primtive
to a DAVA nessage. The SGP MBUA determ nes the set of concerned
ASPs

to be inforned based on internal SS7 network information associated
with the MIP-RESUME indication primtive.

SGP ASP
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| |
-~ MIP- RESUME i nd. -=>| -========-- DAVA--------- >| - - MIP- RESUME i nd. - - >

5.4.2.3.3 SS7 Network Congestion

The MIP3 | ayer at the SGP will generate an MIP-STATUS i ndi cation
primtive when it determines locally that the route to an SS7
destination is congested. The MBUA layer will map this primtive to
a

SCON nessage. It will deternine which ASP(s) to send the SCON
nessage

to, based on the intended Application Server

SGP ASP

| |
-~ MTP- STATUS ind. -=>| -===----=-- SCON- = == - - - - - >| - - MIP- STATUS i nd. - -

5.4.2.3.4 Destination User Part Unavail abl e

The MIP3 layer at the SGP will generate an MIP- STATUS i ndi cation
primtive when it receives an UPU nessage fromthe SS7 network. The
MBUA layer will map this primtive to a DUPU nessage. It wll

det ermi ne which ASP(s) to send the DUPU based on the intended

Appli cation Server.

SGP ASP
| |
--MIP-STATUS ind.-->|---------- DUPU- - - ------- >| - - MTP- STATUS i nd. - -

>

| |
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6. Security

6.1 I ntroduction

MBUA is designed to carry signalling nessages for tel ephony services.
As such, MBUA nust involve the security needs of several parties: the
end users of the services; the network providers and the applications
i nvol ved. Additional requirenents may cone from |l ocal regulation
Wi |l e havi ng sonme overl appi hg security needs, any security solution
should fulfil all of the different parties' needs.

6.2 Threats

There is no quick fix, one-size-fits-all solution for security. As a
transport protocol, M3UA has the followi ng security objectives:
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* Availability of reliable and tinmely user data transport.
* Integrity of user data transport.
* Confidentiality of user data.

MBUA is recommended to be transported on SCTP. SCTP [13] provides
certain transport related security features, such as some protection
agai nst :

Bl i nd Denial of Service Attacks

Fl oodi ng

Masquer ade

| npr oper Monopol i zation of Services

* % F *

When M3UA is running in professionally nmanaged corporate or service
provi der network, it is reasonable to expect that this network

i ncl udes

an appropriate security policy franework. The "Site Security
Handbook™

[21] should be consulted for guidance.

When the network in which MBUA runs in involves nore than one party,
it

may not be reasonable to expect that all parties have inplenented
security in a sufficient manner. 1In such a case, it is recomended
that IPSEC is used to ensure confidentiality of user payl oad.
Consul t

[22] for nmore information on configuring | PSEC services.

6.3 Protecting Confidentiality

Particularly for nobile users, the requirenent for confidentiality
may

i ncl ude the masking of I P addresses and ports. 1In this case
application | evel encryption is not sufficient; |PSEC ESP [23] SHOULD
be used instead. Regardless of which I evel perfornms the encryption
the | PSEC | SAKMP [ 24] service SHOULD be used for key nanagenent.

Si debottom et al [ Page
95]
Internet Draft SS7 MIP3- User Adaptation Layer Jul 2001

7. 1 ANA Consi derations
7.1 SCTP Payl oad Protocol lIdentifier
I ANA has assigned an MBUA val ue for the Payl oad Protocol Identifier
;Ee SCTP DATA chunk. The followi ng SCTP Payl oad Protocol I|dentifier
LZgistered:

M3UA "3"

The SCTP Payl oad Protocol ldentifier value "3" SHOULD be included in
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each SCTP DATA chunk, to indicate that the SCTP is carrying the MBUA
protocol. The value "0" (unspecified) is also allowed but any other
val ues MJST not be used. This Payload Protocol Ildentifier is not
directly used by SCTP but MAY be used by certain network entities to
identify the type of information being carried in a DATA chunk.

The User Adaptation peer MAY use the Payl oad Protocol ldentifier as a
way of determining additional information about the data being
presented to it by SCTP.

7.2 MBUA Port Nunber
| ANA has registered SCTP (and UDP/ TCP) Port Number 2905 for MUA
7.3 MBUA Protocol Extensions

This protocol may al so be extended through I ANA in three ways:
-- through definition of additional nessage cl asses,

-- through definition of additional nessage types, and

-- through definition of additional nessage paraneters

The definition and use of new nmessage cl asses, types and paraneters
is

an integral part of SIGIRAN adaptation |ayers. Thus these extensions
are assigned by I ANA through an | ETF Consensus action as defined in
CGuidelines for Witing an | ANA Consi derations Section in RFCs (25]

The proposed extension nmust in no way adversely affect the general
wor ki ng of the protocol.

7.3.1 | ETF Defined Message C asses

The documentation for a new nessage class MJST include the follow ng
i nformati on:

(a) Along and short name for the new nessage cl ass;

(b) A detailed description of the purpose of the nessage cl ass.
7.3.2 | ETF Defined Message Types

The docunentation for a new nmessage type MJST include the follow ng
i nformati on:
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(a) Along and short nanme for the new nessage type;

(b) A detailed description of the structure of the nessage;.

(c) A detailed definition and description of intended use for each
field within the nmessage;

(d) A detailed procedural description of the use of the new nessage
type within the operation of the protocol;

(e) A detailed description of error conditions when receiving this
nessage type.

When an i nplenentation receives a nessage type which it does not

support, it MJST respond with an Error (ERR) nessage ("Unsupported
Message Type").
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7.3.3 | ETF Defi ned Paraneter Extension

Docunent ati on of the nessage paranmeter MJST contain the follow ng
i nformati on:

(a) Nane of the paraneter type;
(b) Detailed description of the structure of the paraneter field.
Thi s
structure MUST conformto the general type-I|ength-val ue format
described in Section 3.2;
(c) Detailed definition of each conponent of the paraneter val ue;
(d) Detailed description of the intended use of this paraneter type,
and an indication of whether and under what circunstances
mul tiple
i nstances of this paraneter type may be found within the sane
nessage.
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BACKGROUND

At the last study group 16 meeting (Porto Seguro, 28 May-8 June 2001) the signalling transport of
H.248 using SCTP. Thisis specified in Annex H. The discussion resulted in that an addition was made
to Annex H of H248. This was documented in the Implementor Guide for H.248. The agreed addition
was as follows "To provide interworking between MTP3B and SCTP and to alow for flexible
implementations of gateways and controllers in order to offer efficient use of SCTP associations the
M3UA layer may be added on top of SCTP".

Thefirst part related to interworking of MTP3B and SCTP is already covered in CRs decided at CN 12
meeting. However the last part which is applicable both for interworking and transport in an 1P
enviroment is not covered. To align 29.205 with SG 16 output we propose the following change.

****xEjrst Modified Section ****

4.5.2 Resource control protocol (G)MSC and MGW (Mc
Interface)

3GGP Media Gateway Controller (M GC) — Media Gateway (MGW) Interface;Stage 3 [3]
TS.29232. | including H.248 [21] Annex H “Transport over SCTP”, H.248 [21] Annex | “Transport
over ATM”, and 3GPP TS 29.202 "SS7 signalling transport in core network" [22]. Annex
A: SS7 MTPB User Adaption Layer (M3UA). Neote-This-is-onlyrequired-if-interworking
between-ATM-&IP-is-desired-

t****End of document ****
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BACKGROUND

The specification of the call control protocol in BISCN ismadein ITU-T SG 11. One part of that work
isthe signalling transport for the different protocols used in the Architecture. At the last study group
meeting of SG 11 TRQ 2600 was approved. The name of the TRQ is TRQ.2600 BICC Signalling
Requirements Capability Set 1. Besides specifying the actual requirements for the signalling transport
for each of the involved application protocol in the BICC architecture it also include stacks to be used
when transporting the application protocols. Of special interest for the CSSPLIT work is the transport
of BICC call control protocol Q.1902 and the application of H.248 (CBC).

Regarding the CBC the TRQ refersto Annex H and | of H.248. For BICC call control protocol a
section defines the signalling transport stacks. The section includes a figure, which summarises this,
and is shown below.

BICC CS?2 |
| Generic Signalling Transport Service |
STCwtpe MTP30 STCsscop STCqrp
MTP3 MTP3b M3UA
MTP2 M2PA SSCF | SCTP | SSCOP SSCOPMCE SCTP o
SCTP SSCOP %
AALS AALS (UDP) =1
MTP1 IP ATM IP ATM IP IP &

Figure: Signalling transport stacks for BICC call control protocol.

The signalling transport stacks defined over | P and applicable for 3 GPP networks (release 4) are

¢ BICC-STCgyyy- M3UA-SCTP-IP

¢ BICC STCyrpg mrra-M3UA-SCTP-IP

Therefore, to align with BICC architecture SG 11 we see a need to make a modification on TS 29.205
to allow the use of the stack BICC STCytpg mtra-SCTP-IP in an IP environment.

****Eirst Modified Section ****

4.5 Signalling Transport

45.1 Call Control protocols

| Q.2150.0 | Generic Signalling Transport Service [18]
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Q.2150.1 | Signaling Transport Converter on MTP3 and MTP3b[19]

Q.2150.3 | Signalling Transport Converter on SCTP. [20]

3GPPTS | SS7 signalling transport |n core network [22] Annex A SS7 MTP3 User Adaptlon
29.202 Layer (M3UA). Nete: A
desired:

****End of dicument ****
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BACKGROUND

Q.2150.3 has failed to be approved two timesin SG 11. In addition it was not consented at thelast To
make readers aware of this possible unstability of the srecommendation we propose to add a note
about the situation.

****First Modified Section ****

4.5 Signalling Transport

45.1 Call Control protocols

Q.2150.0 | Generic Signalling Transport Service [18]

Q.2150.1 | Signalling Transport Converter on MTP3 and MTP3b[19]

Q.2150.3 | Signalling Transport Converter on SCTP. [20] Note: Q.2150.3 hasfailed approval in ITU
SG11.

3GPPTS | SS7 signalling transport in core network . [22] Annex A: SS7 MTP3-User Adaption

29.202 Layer (M3UA). Note: Thisisonly required if interworking between ATM & IPis

desired.

****End of document ****
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15.1.1 3GUP package.
Packagel D: 3gup (OxQ02f###)
Version: 1

Extends: None

This package identifies that the User Plane package is used for the termination. It also contains some parameters for the
User Plane functions in the MGW.

The UP Protocol operates independently of the stream mode property, i.e. type 14 UP PDUs (which are used for inband
UP signalling) can be transported between UP peers, irrespective of the stream mode direction. However, other types of
UP PDUs shall be handled according to the stream mode property.

**** Next modified section ****

15.1.2 Circuit Switched Data package

Packagel D: 3gcsd (0x0030###H)

Version: 1

Extends: None

This package contains the information needed to be able to support GSM and UMTS Circuit Switched Data from the
media gateway.

**** Next modified section ****

15.1.3 TFO package

The addition of text encoding for the TFO codec list isfor further study.
Packagel D: 3gtfoc (OxQ031###)

Version: 1

Extends: None

This package defines events and properties for Tandem Free Operation (TFO) control. TFO uses inband signalling and
procedures for Transcoders to enable compressed speech to be maintained between a tandem pair of transcoders. This
package allows an MGW which has inserted a transcoder to support TFO.

**** Next modified section ****

15.1.4 3G Expanded Call Progress Tones Generator Package
Packagel D: 3gxcg(Ox0032####H)

Version: 1
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Extends: xcg versionl
This package extends "Expanded Call Progress Tones Generator Package”, as defined in ITU-T Recommendation

Q.1950 (see 3GPP TS 29.205 Error! Reference sour ce not found.). The package adds a new toneld for CAMEL
prepaid warning tone.

*»*** End of document ****
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ABSTRACT

At the last study group 16 meeting (Porto Seguro, 28 May-8 June 2001) the signalling transport of
H.248 using SCTP was discussed. H.248 use of SCTP is specified in Annex H. The discussion resulted
in that an addition was made to Annex H of H248. Thisis documented in the Implementor Guide for
H.248. The agreed addition was as follows "To provide interworking between MTP3B and SCTP and
to alow for flexible implementations of gateways and controllersin order to offer efficient use of
SCTP associations the M3UA layer may be added on top of SCTP".

Thefirst part related to interworking of MTP3B and SCTP is already covered in CRs decided at CN 12
meeting. However the last part which is applicable both for interworking and transport in an 1P
enviroment is not covered. To align 29.232 with SG 16 output we propose the following change.

****xEjrst Modified Section ****

Each implementation of the Mc interface should provide the appropriate protocol options: MTP3B as
defined in ITU—T Recommendation Q.2210 Error! Reference source not found. (for ATM
signalling transport) or SCTP as defined in RFC2960 Error! Reference sour ce not found. (for IP
signalling transport) and in the case where the signalling relation consists of both ATM signalling
transport and | P signalling transport the M3UA protocol layer [13] shall be added to SCTP to provide
interworking. M3UA layer may also be added to SCTP for pure |P signalling transport. In summary:

i) For pure IP connections, H.248/SCTP/IP should be used. .In addition, to allow for flexible
implementations of gateways and controllersin order to offer efficient use of SCTP
associations the M3UA layer may also be added on top of SCTP.;

i) For pure ATM connections, H.248/M T P3b/SSCF/SSCOP/AAL5/ATM should be used,

i)
transport-

For mixed IP&ATM connections, H.248/M3UA/SCTP/IP shall be used asthe IP

t****End of document ****
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