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\* \* \* \* 1st change (All New) \* \* \* \*

## 6.x Solution #x: Indication of the time gap in a data burst

### 6.x.1 Key Issue mapping

This maps to Key Issue #12.

### 6.x.2 The significance of the time gap

In 3GPP TS26.522[2], the data burst is defined as follows:

***Data Burst:*** *A data burst is a set of multiple PDUs generated and sent by the application such that there is an idle period between two data bursts. A Data Burst can be composed of one or multiple PDU Sets.*

It is not clear what idle period means. When there are multiple PDU Sets in a data burst, there may be significantly larger time gaps between PDU Sets than the time gaps of PDUs within a PDU Set. This is seen in Figure 6.x-1, measured from an experiment detailed in 6.x.4. The time gap varies significantly. The figure shows the packet departure times vs the packet size at a split rendering server. At the blue circle (at time around 150ms), the time gap between the audio packets and the left video packets is 0.6ms, while at the red circle (at time around 170ms), it is 2.6ms.

The first question is how the server groups the PDU Sets. This has the implication on the tradeoff between the accuracy of the indication of the time to the next data burst (TTNB) and the size of the data burst. For example, at the blue circle, if the burst size is carried in an audio packet, the server needs to predict the size of the left video frame. Such prediction will come with an error, even if the left video frame size is known for certain at the time of the first video packet is generated and transmitted.

The second question is how the network should handle the indicated burst infomration. For example, if the second PDU Set is dropped by a DropTail router, the RAN does not know how long it needs to wait for the arrival of the end of the data burst. For example, at the red circle, if the audio packets are dropped by a router, the RAN may have to wait way beyond the time gap and this negatively affects the DRX operation. The RAN may configure the UE in different sleep states, which have very different relative power and total transition time (see TR 38.340 [21] and Solution #6 in clause 6.6).

Therefore, it is important to have an agreement between the traffic soruce and the network on the time gaps within a data burst.



Figure 6.x-1 The time gap between PDU Sets at the egress of a split rendering server

### 6.x.3 The indication of the time gap within a data burst

To reduce the signaling overhead while still providing the important information about the time gap, the maximum time gap can be considered being signaled. This leads to the following proposal.

**Proposal:** Consider normative work on indicating the maximum time gap within a data burst:

**Option 1:** the network tells the traffic source a maximum time gap that the traffic source is to use when grouping packets into a data burst.

**Option 2:** the traffic source indicats the maximum time gap within a data burst, and the indication can be made in an RTP header extension.

NOTE: this needs to be coordinated with SA2/RAN2.

### 6.x.4 The experimental setup

The setup is shown in Figure 6.x-2, where the HMD is connected to a split rendering server that performs split rendering via Wi-Fi 6 (IEEE 802.11ax). The content is Steam VR with complex graphics. The video codec is a commercial hardware HEVC codec with the IPPP GOP structure. The video frame rate is driven by the display refresh rate, which is 90 FPS. The audio frame rate is 100 FPS.



Figure 6.x-2 Experimental setup for measuring the paket departure times for split XR

NOTE: The split rendering server implementation is proprietary, based on (S)RTP, and does not include paced sending.

\* \* \* \* End of 1st change \* \* \* \*