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\* \* \* \* 1st change (all new)\* \* \* \*

## 6.x Traffic pattern prediction for real-time video communication

### 6.x.1 Key issue mapping

This maps to Key Issue #12.

### 6.x.2 Description

### 6.x.2.1 The need for traffic pattern indication

The discussion focuses on real-time video traffic. There are two categories: conversational video and XR video (including real time gaming and augumented reality). For conversational video, the delay requirement is 150ms, while for XR video the delay requirement is 50ms and 10 ms, as shown in the table 6.x-1 extracted from [3].

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 5QIValue | Resource Type | Default Priority Level | Packet Delay Budget(NOTE 3) | Packet ErrorRate  | Default Maximum Data Burst Volume(NOTE 2) | DefaultAveraging Window | Example Services |
| 2 | (NOTE 1) | 40 | 150 ms(NOTE 11,NOTE 13) | 10-3 | N/A | 2000 ms | **Conversational Video** (Live Streaming) |
| 3 |  | 30 | 50 ms(NOTE 11,NOTE 13) | 10-3 | N/A | 2000 ms | **Real Time Gaming**, V2X messages (see TS 23.287 [121]).Electricity distribution – medium voltage, Process automation monitoring |
| 80 |  | 68 | 10 ms(NOTE 5,NOTE 10) | 10-6 | N/A | N/A | Low Latency eMBB applications **Augmented Reality** |

Table 6.x-1 QoS characteristics for real-time video communications

Given that the delay requirement is 150ms for conversational video, the penalty of letting a video frame wait for the next DRX one period at the RAN is likely negligible, whereas this is not the case for XR video, due to the much more stringent delay requirement.

**Observation 1:** For conversational video, the benefit of indicating the delay to the next frame is neglibible.

### 6.x.2.2 Time to the next data burst (TTNB)

For simplicity, we consider a data burst that consists of a video frame. For the more general case of data burst, it will be enven more difficult to predict the TTNB. For conversational video, two factors affect the TTNB:

* **Video encoding time:** The video encoding time depends on the complexity of the scene. For the same target frame size, typically the more complex the scene is, the long it takes to complete the encoding. It may be difficult for the sender to predict the scene and the video encoding time.
* **Rate adaptation:** The frame rate is part of the rate adaptation, e.g., triggered by congestion control. With rate adaptation, the delay to the next frame may change. If a rate reduction is requested after the time to the next frame was predicted and sent in the current PDU Set, the prediction may be become obsolete. This is illustrated in Figure 6.x-2. This issue can be avoided if the sender delays the rate adaptation until the predicted frame is transmitted.



Figure 6.x-2 Time to the next data burst is obsoleted by a rate reduction request triggered by congestion control.

For XR split-rendering video, TTNB is typically fixed based on TR26.926. It is more efficient to use control-plane signaling.

**Conclusion 1:** For XR split-rendering video, it is beneficial to indicate the time to the next burst, and control-plane approach is more efficient.

#### 6.x.2.3 Burst size

When a data burst consists of a video frame, as noted in Solution #16, if a packager generates all packets of the burst at once, there is no delay in knowing the burst size and there is no error in the data burst size. However, a data burst may consist of multiple PDU Sets according to TS 23.501 [3]. For example, when a data burst consists of multiple application data units (ADUs) such as an audio frame and video frame, to aovid buffering which introduces latency, the sender needs to predict the size of the ADUs that come after the first ADU. This is illustrated in Figure 6.x-3.

NOTE: TS 23.501 [3] allows a data burst to include multiple PDU Sets. The benefit of such a data burst for low-latency communication is FFS.

NOTE: The PDU Set is not necessarily the minimum unit of traffic. A data burst does not have to be composed of PDU Sets.



Figure 6.x-3 The sender needs to predict the size of PDU Set #(N+1) when generating the burst size.

Therefore, there is a need for predicting the size of the next ADU. When doing prediction, one way is to use the past frame sizes of a particular media stream to predict the size of the next frame of the same media stream. *This reduces the burst size prediction problem to one of predicting the frame size.* However, it needs to be verified that such prediction is feasible. To test it, an experiment was carried out. The setup is shown in, the HMD is connected to a split rendering server that performs split rendering via Wi-Fi 6 (IEEE 802.11ax). The content is Steam VR with complex graphics. The video codec is a commercial hardware HEVC codec with the IPPP GOP structure. The video frame rate is driven by the display refresh rate, which is 90 FPS. The implementation of the split rendering server is proprietary, not based on WebRTC.



Figure 6.x-4 Experimental setup for XR video.

The video frame size for the left video stream as a function of the frame number is shown in Figure 6.x-5.

Figure 6.x-5 The frame size of the left video.

Some prediction algorithms are tested, and the results are shown in Figure 6.x-6:

* EWMA (exponentially weighted moving average). The weight is selected to achieve the smallest prediction error.
* MA (moving average): the prediction is set to the average of the frame sizes in a sliding window of most recent frames. The size of the window is 5 and is selected to achieve the smallest prediction error.
* Past observation: the last frame size is used as the prediction of the current frame size.



Figure 6.x-6 The frame size predictions of the left video: actual frame size (blue), EWMA prediction (red), MA (cyan), and past observation prediction (green).

The absolute value of the average prediction error (normalized by the average frame size) is: 4.76% for EWMA, 4.75% for MA, and 5.28% for the past observation method.

The distribution of the prediction error for the best performing method – MA – is show in Figure 6.x-7. It is seen that although the average error is 4.75%, the error varies a lot, as much as 30%.



**Figure 6.x-7 CDF of the prediction error (relative to the mean frame size) for the MA prediction method.**

**Observation 1:** for XR video, the prediction error for the next frame size can be significant.

**Observation 2**: Given the large prediction error, it is not clear what the RAN will do with the predicted size.

**Conclusion 2:** for XR video, if the prediction of the next video frame size is used in the data plane, the prediction accuracy (e.g., the 99% confidence interval) needs to be indicated along with the prediction.

\* \* \* \* end of first change \* \* \* \*