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Abstract: This use case describes a collaborative robotic scenario where a digital twin application autonomously controls robots in a closed-loop automation fashion using sensing data from the network and from robots themselves for its tasks.This use case has also adopted at the ETSI ISG ISAC (not yet released, but available for information at this link).

------------------------------------ Use Case- all new text  ---------------------------------
x.y	Use case on Collaborative Robots Based on Digital Twinning
[bookmark: _Toc355779204][bookmark: _Toc354586742][bookmark: _Toc354590101]x.y.1	Description
Over recent years, Digital Twinning became significantly more important in complex scenarios where a digital representation of the physical world, in combination with processes to be automated in that physical world, allows to organise the sheer amount of data. Such capabilities eventually enable closed-loop automations where the Digital Twin (DT) application takes full control of the actions in the physical world without human interactions. The present use case focuses on such scenario where robots and assembly line modules collaboratively aim to solve a joint task, e.g. finding and transporting an object/person to a different location, investigate an area of interest or delivery of goods, which is conducted in an autonomous and closed-loop manner [x]. While existing autonomous robots have a range of built-in sensors, e.g. video, light detection and ranging (LIDAR), radar, it is assumed in this use case that sensing based on signals from the mobile network is mainly used to expose sensing results to the DT application for precise mapping of the environment to coordinate movements and actions of all robots on the ground. It is assumed that all robots act as a traditional User Equipment (UE) and that they can reach the DT over the mobile network.
Figure x.y.1-1 illustrates the proposed scenario. A DT application coordinates three robots on the ground, UE1, UE2 and UE3, and  receives raw sensing data from their built-in sensors as well as the sensing results from the mobile system. The mobile system obtains the sensing results by performing a range of sensing tasks operations which can be implemented using Monostatic, Bistatic and Multistatic sensing as described in [3G22137]. These modalities of implementing sensing  operations are differentiated by the number and relative deployment of the sensing transmitters and sensing receivers, as well as deployment relative to network entities ( e.g. UEs, Base Stations). The goal is for the two robots (UE1 and UE2) to lift up a large steel bar from the ground and allow the third robot (UE3) to drill a hole in the wall through existing carved out holes in the steel bar. Upon completion, UE1 pushes bolts into the hole and tightens the bar with nuts. All the described actions are fully coordinated by a DT application with the robots only executing action commands sent by the DT application.
[image: ]
[bookmark: _Ref181276661]Figure x.y.1-1: Illustration of Collaborative Robots Based on Digital Twinning Use Case
In modern flexible factories, the assembly line frequently changes to accommodate the production of various products (e.g., different car parts, different car models) [y][z]. Therefore, it is crucial for the DT application to be aware of these changes. While mobile system-based sensing can help acquire this information, the sensing required for robot control differs from that needed to detect changes in the assembly lines. The former may necessitate a precision sensing processing capable of pinpointing the location of robots and the objects they handle, whereas the latter may require a holistic sensing processing capable of detecting large-scale changes in the assembly line and the factory floor. When distinct KPIs are used in related sensing data processing, interactions and synchronization are crucial for achieving a flexible applications for factories. For instance, depending on the results of the holistic sensing processing, the DT application may need to update the parameters of the sensing operations and processing.
x.y.2	Pre-conditions
[bookmark: _Toc355779206][bookmark: _Toc354586744][bookmark: _Toc354590103]The DT application has been granted access to the exposure service for sensing results from the mobile network.
Furthermore, the following pre-conditions exist:
· Each robot acts as a UE and has the appropriate identification to attach to the network
· Both base stations (BS1 and BS2) are connected to the Core Network
· All UEs have successfully registered tothe network
· UE1 and UE3 are attached via BS1 and UE2 via BS2
· The deployment provides Monostatic, Bistatic and Multistatic sensing operations in all its UE/ base station  combinations.
· Any non-public information in this use case is removed before sensing results are exposed to the DT application
x.y.3	Service Flows
[bookmark: _Toc355779207][bookmark: _Toc354586745][bookmark: _Toc354590104]The DT application requires a range of sensing results to control the collaborative task accurately. This includes a) the information about the environment where the robots will perform their collaborative task, b) location and orientation of the robots within the environment, and c) the location and orientation of the target object, i.e. the steel bar. To achieve this, it is foreseen that the DT application requests separate sensing services from the mobile network for a), b) and c). Each sensing service request goes to the mobile network where the sensing application (identified by the UEs and RAN nodes involved in it, their sensing processing, sensing mode as well as KPI requirements) are coordinated and executed. It is foreseen that the sensing data from UEs as well as base stations is processed in the CN to produce the sensing results expected by the DT application. This includes the identification of objects, their categorisation as well as any high-layer abstraction of sensing data, e.g. 6 Degrees of Freedom (position and orientation).

x.y.4	Post-conditions
[bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106]Based on the sensing results exposed from the mobile network the DT application was successfully able to coordinate the robots to lift up the steel bar, drill the holes in the wall and mount the steel bar securely against the wall.
x.y.5	Existing features partly or fully covering the use case functionality
N/A
x.y.6	Potential New Requirements needed to support the use case
Functional requirements in this use case are:
[PR x.y-1] The 6G Network shall provide mechanisms for coordination of sensing tasks between multiple base stations and UEs, using all modalities (i.e., Monostatic, Bistatic, Multistatic) of providing sensing operations.
[PR x.y-2] The 6G System shall support dynamic switching (throughout the execution of sensing operations) between all sensing operations modalities (i.e., Monostatic, Bistatic, Multistatic), with the for Sensing transmitter and Sensing receiver being part of either/or UEs and RAN nodes. 
[PR x.y-3 ] The 6G System shall provide suitable mechanisms to synchronize sensing results from related sensing operations with distinct KPIs (e.g. for holistic sensing processing, precision sensing processing). 
[PR x.y-4] The 6G Systrem shall provide suitable APIs to enable applications (e.g. DT application)  to change the KPIs of on-going Sensing operations and processing.
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Editor’s Note: For “Accuracy of positioning estimate by sensing”, orientation accuracy across the x-y-z coordinates is FFS and may result in additional KPIs. For ”Max sensing service latency” it is FFS whether/how algorithmatic offset impacts on values are to be captured in the table.
.
---------------------------------- References --------------------------------------
2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

	[3G22137] 
	3GPP TS 22.137: “Service requirements for Integrated Sensing and Communication”

	[3G22837] 
	3GPP TR 22.837: “Feasibility Study on Integrated Sensing and Communication“ 

	[x]
	Production line flexibility - How to use modularization for food production increase;  https://www.manufacturingtomorrow.com/story/2020/06/production-line-flexibility-how-to-use-modularization-for-food-production-increase-/15398/

	[y]
	TNO Flexible manufacturing: https://www.tno.nl/en/digital/smart-manufacturing/flexible-manufacturing/

	[z]
	Siemens flexible manufacturing solutions for small business: https://www.sw.siemens.com/en-US/flexible-manufacturing/





image1.png
BS,

Digital Twin

BS, |




