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This contribution proposes a use case about AR guided task based on 3D factory model via 6G system concurrently supporting high data rate, low latency and high reliability and AI based data processing in smart factory scenario which covers indoor and outdoor.
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************************ New Use Case ***********************************
10.x
Use case on 3D factory model based AR guided task
10.x.1
Description

5G empowering the digital transformation of factories, in the whole process of R&D and design, manufacturing, testing and monitoring, warehousing and logistics, and operation and management, the comprehensive coverage of “5G+Industrial Internet” scenarios are now being developed. According to the statistic of typical smart factory [3], the total output value of the factory is increased by 41%, the per capita output value has increased by 81%, the delivery cycle has been shortened from 20 days to 14 days, the carbon emission has been reduced by 29%, and the energy consumption of a single product has been reduced by 19%. These results demonstrate the potential of 5G technology in improving productivity, reducing operational costs and promoting green development. Based on 5G, 6G which not only with higher performance on communication but also AI, sensing and computing capabilities, will empower factory with more intelligent future.

In a 6G factory scenario, AR type of devices could be used for guiding tasks and remote assistance which will be a key component of smart manufacturing. The ultra-low-latency, high-bandwidth, and reliability features of the 6G system will enable such AR applications in factory to work more efficiently and accurately, enhancing factory productivity and operational safety.

Workers and engineers onsite could receive real-time operation step-by-step guidance, equipment maintenance instructions, operation process monitoring and other information through AR glasses or head-mounted display devices (HMDs.) In this process, it not only intuitively superimposes digital information on the real world, but also supports remote experts to provide real-time guidance and assistance to help workers complete complex operation tasks, e.g. equipment maintenance and troubleshooting, assembly line task guidance, remote assistance and training, etc.

It needs to handle large amounts of video and sensor data, especially when it comes to real-time video streams overlaid with 3D factory digital twin models. Remote experts not only need a high-definition view of the worker (perhaps 4K or 8K video), but also need to receive other sensor data (e.g., temperature, pressure, equipment status, etc.) in real time and then provide feedback in real time to assure efficient remote operation. At the same time, the worker's AR device needs to obtain high-definition 3D factory models and operational steps from the remote experts, which require network to support large-scale concurrent data transmission. Beyond it, the AR system involves a large number of graphic rendering and 3D factory model construction and update, these tasks if all rely on remote servers will generate a large delay. Therefore, AI enabled local data processing which handles these data processing tasks nearby, is utilized to reduce transmission latency and ensuring that AR content can be instantly displayed in workers' AR glasses. The AI enabled local data processing to needs to consider multiple AR devices in a factory running simultaneously.
In factory environments, tasks such as equipment maintenance and assembly line operations are critical and uninterruptible. Guidance from remote experts requires stable communications at every moment throughout the operation, and any network jitter or interruption can cause workers to lose guidance, which can lead to operational errors or equipment damage. To ensure continuity of operations, the 6G network must be extreme reliability and redundancy to avoid packet loss or transmission interruptions.

In AR guidance tasks, virtual objects (e.g., 3D models of equipment, operating tips, etc.) must be accurately superimposed on real objects, which is critical for worker operation. If the AR system is not accurately localized, the positional offset of the virtual information can lead to the worker not being able to complete the task correctly, and may even lead to operation errors. Therefore, 6G systems need to provide high-precision spatial positioning and synchronization capabilities.
10.x.2
Pre-conditions

Operator TT provides “Immersive Smart Factory” service through its 6G network for factory AR applications.

Manufactory MM has subscribed the “Immersive Smart Factory” service from operator TT to operate its equipment maintenance task.
Operator TT has deployed one or more network nodes with related AI capabilities (i.e. AI enabled local data processing nodes) to process local sensing data (non-3GPP sensing data or/and 3GPP sensing data) for “Immersive Smart Factory” service. 
10.x.3
Service Flows

Workers receive the notification that the equipment needs to be maintained through the AR glasses they wear, and the location of the equipment, the 3D model of the equipment, the internal structure diagram and the maintenance steps are received through 6G network and displayed on related workers’ field of view.

Some of the equipment is in the remote wilderness, others are indoor. The 6G network select one AI enabled local data processing node for this task e.g. the one is near the factory equipment.
Through sensors (e.g. High-resolution camera, 3D scanner, depth sensor, temperature/humidity/pressure sensors etc.) in the equipment, the latest status data of the equipment (e.g., sensor data, temperature, pressure, etc.) are collected via the 6G network and processed in the  AI enabled local data processing node, and the processing results are displayed overlaid on the worker's field of view.  During the procedure, the status data from different sensors are collected to the AI enabled local data processing nodes synchronously, that means the data arriving to the local data processing node are in a time window within e.g.1s which could be configured, to ensure that they are processed together.
The worker Smith who is in charge of equipment in the remote wilderness encounters a complex problem, he initiates a request for remote assistance through the AR glasses via 6G network. The remote expert accesses the worker's field of view in real time and understands the worker's operating environment through HD real-time video streaming delivered by 6G network.

With the ultra-low latency and high data rate of 6G, the remote expert can immediately see the equipment in front of the worker and add accurately superimposed instruction markers, annotations or directly overlay 3D factory models in the AR system to guide the worker to the next operation.

As the worker performs the operation, the AR content is dynamically updated based on real-time sensor data processing result and the progress of the operation. Each step and instruction markers are accurately displayed in the worker's field of view, ensuring that the worker follows standard procedures. The 6G network ensures real-time (e.g. microsecond level) loading and updating of AR content, allowing workers to receive seamless operational guidance during execution.

After the task is completed, the worker submits a maintenance report, and all operation steps and sensor data are automatically synchronized to the factory's central system for recording and analysis. The high reliability of the 6G network guarantees complete data delivery and ensures that the factory system can be further optimized and prevented from failure based on the data collected this time.

10.x.4
Post-conditions

The equipment maintenance task is successfully completed.

10.x.5
Existing features partly or fully covering the use case functionality
  The typical synchronization thresholds of multi-modality is listed in TS22.261 section 6.43.1.
10.x.6
Potential New Requirements needed to support the use case
 

[PR.10.x.6-1] Subject to operator’s policy and agreement with the 3rd party, the 6G system shall support multiple types of 3GPP IoT devices  to access 6G network simultaneously.

[PR.10.x.6-2] Subject to operator’s policy and agreement with the 3rd party, the 6G system shall support to collect data from multiple 3GPP IoT devices  (e.g. XR device, High-resolution camera, 3D scanner, depth sensors etc.) within a configured time window, and associate them with one application.


[PR.10.x.6-3] Subject to operator’s policy and agreement with the 3rd party, the 6G system shall support horizontal and vertical location accuracies with centimetre-level.
[PR.10.x.6-4] The 6G system shall support communication performance requirements in table 10.x.6-1.
Table 10.x.6-1 Performance requirements for simultaneous high data rate, lower latency and higher reliability in factory
	Scenario
	Experienced data rate (DL)
	Experienced data rate (UL)
	Area traffic capacity

(DL)
	Area traffic capacity

(UL)
	Latency
	Reliability
	Overall user density 
	Activity factor
	UE speed
	Coverage

	Factory outdoor
	[500]M
bit/s
	[250]M
bit/s
	[10]G
bit/s/km2
	 [5]G
bit/s/km2
	
<[1]ms
	[99.9999]%
	[100]/km2
	[20%]
	Pedestrians
	Full network

	Factory indoor
	[1]G
bit/s
	[500]M
bit/s
	[1]T bit/s/km2
	[500]G
bit/s/km2
	<[1]ms
	[99.9999]%
	[250 000]/km2
	note 1
	Pedestrians
	Full network

	NOTE 1:
A certain traffic mix is assumed; only some users use services that require the highest data rates.

NOTE 2: 
All the values in this table are targeted values and not strict requirements which are sourced from [2]. The data rate is assumed 4K video flow + depth sensor data with data compression ratio of 1:10.



Editor Note: The additional requirements are FFS.
