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*** 1st Change ***
[bookmark: _Toc177384839][bookmark: _Hlk56636785][bookmark: _Toc88667777][bookmark: _Toc85557267][bookmark: _Toc101244652][bookmark: _Toc85553168][bookmark: _Toc112951381][bookmark: _Toc104539258][bookmark: _Toc90656062][bookmark: _Toc94064469][bookmark: _Toc70550755][bookmark: _Toc113031921][bookmark: _Toc145706052][bookmark: _Toc148523025][bookmark: _Toc114134060][bookmark: _Toc136562720][bookmark: _Toc98233871][bookmark: _Toc83233239][bookmark: _Toc120702561][bookmark: _Toc138754554][bookmark: _Toc153364161][bookmark: _Toc164921237][bookmark: _Toc170120779]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
ADRF	Analytics Data Repository Function
AF	Application Function
AMF 	Access and Mobility Management Function
AnLF	Analytics Logical Function
CEF	Charging Enablement Function
DCCF	Data Collection Coordination Function
FL	Federated Learning
GMLC	Gateway Mobile Location Centre
HFL	Horizontal Federated Learning
LMF	Location Management Function
MDAF	Management Data Analytics Function
MDT	Minimization of Drive Tests
MFAF	Messaging Framework Adaptor Function
ML	Machine Learning
MTLF	Model Training Logical Function
NEF	Network Exposure Function
NRF	Network Repository Function
NSACF	Network Slice Admission Control Function
NSSF	Network Slice Selection Function
NWDAF	Network Data Analytics Function
OAM	Operation, Administration, and Maintenance
PCF	Policy Control Function
RE-NWDAF	Roaming Exchange NWDAF
SMF	Session Management Function
UDM	Unified Data Management
UPF	User Plane Function

*** Next Change ***
[bookmark: _Toc122419260][bookmark: _Toc177384926]5.10	Horizontal Federated Learning among Multiple NWDAFs

*** Next Change ***
[bookmark: _Toc177384927][bookmark: _Hlk124865823]5.10.1	General
In this clause and following sub-clauses of the specification, the Federated Learing (FL) refers to Horizontal Federated Learning (HFL).
The NWDAF containing MTLF can leverage Federated Learning (FL) technique to train an ML model. To apply FL technique for ML model training, there is no need for input data transfer (e.g. centralized into one NWDAF) but only need for cooperation among multiple NWDAFs (MTLF) distributed in different areas, i.e. sharing of ML model(s) and of the learning results among multiple NWDAFs (MTLF).
The NWDAF containing MTLF determines to train an ML model either based on local configuration or when it receives the request from NWDAF containing AnLF as described in clause 5.3 of 3GPP TS 23.288 [17]. If the NWDAF containing MTLF can act as an FL server for the ML model training, then FL procedure is initiated by the NWDAF containing MTLF as FL server NWDAF directly, otherwise, the NWDAF containing MTLF should discover an FL server NWDAF as described in clause 5.3.2.2 of 3GPP TS 29.510 [26] and request the FL server NWDAF to provide the trained ML model as described in clause 5.10.2.1.

*** End of Changes ***
