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1. Introduction
5GS has the option of partitioning transport resources and isolating various types of traffic of one user or of multiple users. Network operators can use network slicing for transport resources multi-tenant purpose, which can also be used for MC services, if transport resources of a third-party provider, e.g. Public operator, is used.

2. Reason for Change
Resolve the listed topics in 3GPP TR 23.783 necessary for the support of 5GS, i.e. applicable for the use of network slicing.

New clauses are highlighted in yellow.
3. Conclusions

If there is a need to isolate user traffic from one another, network slicing can be used considering the necessary subscription. Network slicing can be used without restricting other functions of the 5GS system.

4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.783 version 0.11.0.
* * * First Change * * * *

7.4.
Solution for key issue 8 - Determine impacts of 5GS network slicing to MC services
7.4.1
Description
7.4.1.1
General
This solution addresses key issue 8 impacts of of 5GS network slicing to the MC Service system.
Network Slicing is a transport resource partioning concept that allows differentiated treatment depending on individual user requirements. A user may belong to different tenant types having different transport service requirements and corresponding subscriptions.
The following 3GPP Technical Specifications are included in the analysis:

3GPP TS 23.228 [14];
3GPP TS 23.501 [10];

3GPP TS 23.503 [12];
3GPP TS 29.513 [16];
3GPP TS 38.300 17];
7.4.1.2
Network slicing constituents
A network slice always consists of an access network part (3GPP and non-3GPP) as well as core network part [10], [17], is applicable to control and user plane, to mobility and to roaming. Network slicing is applicable to 5G NR as well as E-UTRA connected to 5GC. Traffic for different slices of a user is handled by different PDU sessions though different slice instances may have slice specific PDU sessions using the same DNN. A single UE is able to serve one or more network slice instances simultaneously regardless of the access type(s) over which the UE is registered (i.e. 3GPP Access and/or N3GPP Access).
7.4.1.3
Network slicing subscription and authorisation
A subscription profile may contain one or more (Single) Network Slice Selection Assistance Information (S-NSSAIs) one marked as a default S-NSSAI [10]. In detail it may contain a DNN list and one default DNN, the indication whether the S-NSSAI is marked as default and the indication whether the S-NSSAI is subject to Network Slice-Specific Authentication and Authorization.

A Single NSSAI (S-NSSAI) is a combination of mandatory Slice/Service Type (SST) field, which identifies the slice and an optional Slice Differentiator (SD) field, which differentiates among slices with sharing the same SST field. For global interoperability of slicing predefined harmonised SST values can be considered by PLMNs for commonly used Slice/Service Types to support roaming or potential network sharing approaches.

Network Slice-Specific Authentication and Authorization (NSSAA) enables the use of S-NSSAI credentials.
7.4.1.4
Network slicing allocation and resource control
5G NR supports QoS differentiation within a slice and resource isolation between slices [10]. Furthermore, a network slice may be available in the whole PLMN or in one or more Tracking Areas of a PLMN. Network slicing on a per slice instance, per DNN, or per both slice instance and DNN basis is as well applicable to resources control as part of the PCF.

The Application Function (e.g. IMS, MC service system etc.) [12] is able to influence UPF traffic routing also considering DNN, its network slice identification information and other potential identifiers. With receipt by the PCF, the PCF(s) transform(s) the AF requests into policies that apply to corresponding PDU sessions.
The use of network slicing for Mission Critical service utilises the following reference points (TS 23.501):
· N5
Control Plane reference point between PCF and an AF.
· N6
User Plane reference point between UPF and a Data Network.
· N33
Reference point between Network Exposure Function (NEF) and AF for external exposure of network capabilities.
Further studies [18] intend to use IMS service profile information for controlling the network slice allocation. For this purpose, the connection between IMS service (e.g. application identifier), IMS service profile, application provider and, if specified, the individual UE identification (PEI). If the individual UE identification is not specified, this may affect all UEs that have provisioned the application identifier in their subscription. It will result in an update of the network slice selection policy for the individual user or group of users. In the context with the network slicing IMS signalling may use the default slice and media information routed via appropriate different network slice. However, this will require also an update of the UE Route Selection Policy (URSP) to determine the association of the application to an established PDU session. The proposed use of an optional service type string can be used to distinguish between IMS signalling and IMS media. The services type media describes the different media types (Voice, Video etc.).
7.4.1.5
Session binding

Session binding [16] is the association of the AF session information to only one PDU session with its corresponding QoS flows. This applies when an Application Function provide service information to the PCF which will be associated with the described IP address and the corresponding PDU session. It will encompass 

-
UE/user identity (e.g. GPSI or SUPI);

-
The information about the data network (DNN) the user is accessing;

-
The S-NSSAI;

The provision of the S-NSSAI is then important when multiple network slice instances are active using the same DNN and potentially the IP address may be allocated to PDU sessions in various network slice instances. How the AF derives S-NSSAI is implementation specific. Potentially the S-NSSAI information will be part of the 
NOTE 1:
GPSI (Generic Public Subscriptions Identifier) [10] is mainly intended for use outside the 3GPP system, but not restricted, and thus forms the link to the corresponding SUPI. As an external identifier GPSI identifies a subscription associated to an IMSI and may have one or several such external identifier(s).

NOTE 2:
SUPI (Subscription Permanent Identifier) [10] will be allocated to each subscriber in the 5G System and is used only inside 3GPP system.

NOTE 3:
PEI (Permanent Equipment Identifier) [10] is applicable to user equipment that supports 3GPP access technology and non-3GPP access technology.

7.4.1.6
Assessment key issue 8 - gaps

Assessment key issue 8 gaps
How mission critical identities can be utilized across different mission critical 5GS network slices, e.g. MC IDs, MC service IDs, MC service group IDs, etc.

-
Network slicing tenant concept and the provisioning of S-NSSAIs are part of the 5GS subscription and is related to the corresponding DNN. One network slice and its S-NSSAI corresponds to one PDU session. One mission critical identity is able to utilize multiple DNNs and corresponding S-NSSAI simultaneously. A DNN allows to establish up to 8 PDU sessions. If MC service identities are required for the network slice determination the MC service system may provide the relevant profile information to the NEF to associate the information in the PCF and to update the URSP. 
How mission critical entities can be utilized across different mission critical 5GS network slices, e.g. group management, identity management, location management, etc.
· The network slicing concept supports QoS and priority differentiation within a slice to the individual QoS flow of a user. Depending on the mission critical operator requirement the reference points applicable to mission critical service can be either (non-exhaustive):

1.
Within one DNN having different network slice up to the PDU session limitation

2.
Multiple DNNs with/without network slices;

3.
Multiple DNNs with multiple network slices;
How the addressing of MC service client information can be realized across different mission critical 5GS network slices, e.g. location information reports, etc.
-
The AF (IMS/MC service system) have to consider PDU session binding mechanism according to 3GPP TS 29.513.
How synchronisation of mission critical signalling and media across different mission critical 5GS network slices can be realized, e.g. MCPTT to MCVideo, MCVideo to MCData, MCPTT to MCData, etc.
· Session binding provides the management between the DNN, PDU session and related S-NSSAI identities.
· The provision of MC service profile information to the NEF to align network slice selection rule as well as the URSP;
How security mechanisms across different mission critical 5GS network slices either with slice isolation or without can be realized, e.g. end-to-end encryption, etc.
-
Network slicing as network transport resource partitioning concept can be used for a multi-tenant approach and traffic isolation. The use of a network slice is subject to network slice specific authentication and authorisation. The subject of end-to-end network slice encryption is not supported.
How scalability adaptions of the mission critical services provided over 5GS network slices can be realized, e.g. adding other mission critical services to the already used one, increasing or reducing performance of mission critical services, etc.
· Generally, this is an engineering task that need to consider the estimated traffic and will result to requirements of guaranteed and aggregated maximum bitrate necessary for a network slice.

How the utilization of mission critical identities and information can be realized, e.g. location information, created during a temporal utilization of 5GS network slices.
-
Mission critical identities are used exclusively for identification within the service environment and their imapct on the 3GPP system is very limited. The use of a network slice can be subject to certain geographic restrictions within the 3GPP system. If it is desired to establish dependencies between MC service identities, MC service capabilities and the use of network slices, necessarily may be carried out at the application level.
7.4.2
Solution evaluation

This solution resolves the key issue #8 network slicing impact on MC service system. The questions raised in key issue 8 partially address engineering/deployment topics as fundamental topics for the application of 5GS network slicing, and the present solution mainly addresses 5G system aspects and possible limitations. The use of network slicing is designed in such a way that it has no functional restrictions on other 5GS functions.

The potential use of network slicing, for example in 3GPP TS 23.280, need to be included in the clause that addresses transport resources and their management. The addressed gaps with system aspects have been discussed comprehensively and conclusively.
* * * Next Change * * * *
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