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1. Introduction
Introduce a new scenario for MCPTT.
2. Reason for Change
Interworking between MCPTT and legacy systems implies floor control needs to be coordinated across these systems in order to ensure coherent floor control operation.
(Note: pCR S6-170024 involves changes in the subclause number in this pCR. if it is agreed, the subclause number needs to be adjusted accordingly.)
3. Conclusions

Introduces new MCPTT scenarios.
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.782 v.0.3.0.
* * * First Change * * * *

4.1
MCPTT scenarios

…
<skip existing content>

…
4.1.X
Scenario X: Floor control between MCPTT and legacy systems
4.1.X.1
General
Floor control within MCPTT system is managed by the centralized floor control server and this functional entity is located within the MCPTT server as described in 3GPP TS 23.379, subclause 7.4.2.3.4 [11]. It coordinates the floor requests from participating MCPTT UEs by granting, queueing, rejecting, or revoking floor requests.

In MCPTT and legacy systems, the floor control is managed independently in respective systems.  Within the context of interworking between MCPTT and legacy systems, there needs to be a higher order mechanism to detect and manage contention from users under two systems, if it occurs. In other words, if multiple users under two systems within a single group communication request the floor simultaneously, only one user’s request needs to be granted. Similar consideration applies to rejecting or revoking the floor from a user under one system due to a user’s action under another system.
This implies coordination is required between the floor control servers in MCPTT and legacy systems.
4.1.X.2
MCPTT UE and LMR MS requests floor simultaneously
Figure 4.1.X.2-1 illustrates this scenario:
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Figure 4.1.X.2-1: Arbitration of simultaneous floor requests by MCPTT UE and LMR MS
In figure 4.1.X.2-1, users in a group communication are distributed between MCPTT and LMR systems, and one MCPTT UE and one LMR MS requests for a floor simultaneously. In this case, MCPTT system A and LMR system B arbitrates the requests so that only 1 user’s request is granted. 
In the figure above, as an example, the floor request from MCPTT UE A1 is granted and the LMR MS B1 is rejected.
4.1.X.3
MCPTT UE revokes the floor from LMR MS

Figure 4.1.X.3-1 illustrates this scenario:
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Figure 4.1.X.3-1: Arbitration of simultaneous floor requests by MCPTT UE and LMR MS
In figure 4.1.X.2-1, users in a group communication are distributed between MCPTT and LMR systems, and LMR MS B1 initially has the floor and talking. Then MCPTT UE A1 requests a floor with higher priority than the MS that currently has the floor. In this case, MCPTT system A and LMR system B arbitrates the requests so that the floor request with higher priority is granted and the current floor is revoked.
In the figure above, as an example, the floor request from MCPTT UE A1 is granted due to higher priority and the LMR MS B1’s floor is revoked.
* * * End of Change * * * *
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