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1. Introduction
According to the Prose TS, there are multiple options for provisioning the group layer-2 ID which is used for off-network group communication. This contribution will focus on the option that the parameter for prose one-to-many communication is provided from the 3rd party public safety provider application server and propose PCR to 23.179.
2. Discussion 
2.1 Description in TS 23.303

According to the following description in TS 23.303, it can be seen that parameters for off-network group communication can be provided by DPF or MCPTT AS (MCPTT AS working as the 3rd party public safety provider application server).
“
4.5.1.1.2.3.3
Provisioning information for one-to-many ProSe Direct Communication

The following information is provisioned to the UE for one-to-many ProSe Direct Communication:

                      ……
2)
ProSe Direct Communication policy/parameters:

-
Include the parameters that enable the UE to perform one-to-many ProSe Direct Communication when provisioned from DPF:

-
ProSe Layer-2 Group ID;

-
ProSe Group IP multicast address

-
Indication whether the UE should use IPv4 or IPv6 for that group
-
For a specific Group configured to operate using IPv4, optionally an IPv4 address to be used by the UE as a source address. If none is provisioned, then the UE shall use Dynamic Configuration of IPv4 Link-Local Addresses IETF RFC 3927 [16] to obtain a link local address for the Group.

-
Include group security related content for one-to-many ProSe Direct Communication.

NOTE 2:
More details on the necessary security aspect will be defined in SA3 specifications.

-
Alternatively these parameters can be provided from the 3rd party public safety provider application server (e.g. GCS AS as in TS 23.468 [26]). If UE receives the same set of data from AS that has been previously provided by DPF then UE uses the data set provided by AS for one-to-many ProSe Direct Communication.”
2.2    The mechanism for application server providing group parameter for off-network one-to-many communication

According to the definition of MCPTT group “MCPTT Group: A defined set of MCPTT Users identified independently of transport or network type.”, it can be concluded for set of MCPTT Users, only one MCPTT group will be created for both on-network communication and off-network communication.

Parameters for off-network one-to-many communication is static configuration data, so they should belong to Group metadata. If they are provided by MCPTT application layer, the most appropriate entity providing these parameters is group management server. 
Although group management server itself can generated the ProSe Layer-2 Group ID & ProSe Group IP multicast address, a more proper way is that these parameter are requested from DPF to avoid the possible collision with the DPF provided ProSe Layer-2 Group ID. Accordingly, PC2 reference point between MCPTT server and Prose function should be able to support MCPTT server request for ProSe Layer-2 Group ID from Prose function.

3. Proposal and PCR

It is propose SA6 to agree the following PCR:

*********************************Begin of the first change***************************************
8.4.2
Off-network Group ID management

For off-network group communication, ProSe group IP multicast address and ProSe Layer-2 Group ID should be allocated to a MCPTT group. The MCPTT UE is able to make communication with other member UEs of same MCPTT group identity over ProSe direct communications based on ProSe Layer-2 Group ID and ProSe Group IP multicast address.  The application layer MCPTT group identity is common for both on-network and off-network.
The diagram in Figure 8.4.2-1 illustrates how the MCPTT Group identity (application layer group identity), ProSe Group IP multicast address and the ProSe Layer-2 Group ID are mapped each other. ProSe Group IP multicast address and ProSe Layer-2 Group ID can be pre-configured in accordance with the MCPTT group ID to MCPTT UE (UICC or ME). It can also be provided by DPF or MCPTT service. Thus, ProSe Group IP multicast address, ProSe Layer-2 Group ID  and MCPTT group identity are tightly coupled in advance. This mapping information should be configured in the UE.
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Figure 8.4.2-1: MCPTT group identity management 
   *********************************End of the first change**************************************

   *********************************Begin of the second change***********************************

10.2.3
Structure of metadata

The group configuration metadata includes the following information elements:

-
MCPTT group identity

-
group owner

-
group call ongoing or not

-
group policy
-   
ProSe Layer-2 Group ID;

-
ProSe Group IP multicast address

-
Indication whether the UE should use IPv4 or IPv6 for that MCPTT group
The group membership metadata includes the following information elements:

-
MCPTT user identity

-
user priority

-
participant type (first responder, second responder, dispatch, dispatch supervisor, administrator)

-
affiliation status
   *********************************End of the second change************************************

   *********************************Begin of the third change*************************************

10.6.2
Group regrouping

10.6.2.1
Temporary group formation - group regrouping within an MCPTT system

The information flow in figure 10.6.2.1-1 below illustrates the group regroup operations to create a temporary group within an MCPTT system. For simplicity, only the case of two MCPTT groups being combined is represented, but the procedure is the same if more than two groups are combined.

Pre-conditions:

1.
The group management client, group management server, MCPTT server and the MCPTT group members belong to the same MCPTT system.
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Figure 10.6.2.1-1: Group regroup for the groups within the same MCPTT system

1.
The group management client of the dispatcher/authorized MCPTT user/UE requests group regroup operation to the group management server, where the groups being combined are within the same MCPTT system. The identities of the groups being combined shall be included in this message. The group management client may indicate the security level required for the temporary group. The group management client may indicate the priority level required for the temporary group.

2.
The group management server checks whether group1 or group2 is a temporary group. If group 1 or group2 is a temporary group, then the group regrouping will be rejected, otherwise the group regrouping can proceed. 

3.
The group management server creates and stores the information of the temporary group, including the temporary group identity, the identities of the groups being combined, the priority level of the temporary group and the security level of the temporary group. Optionally, group configuration metadata for off network (for example ProSe Layer-2 Group ID, ProSe Group IP multicast address) can be requested from ProSe function over PC2 reference point.
4.
The group management server notifies the MCPTT server regarding the temporary group creation with the information of the constituent groups, i.e. temporary group id, group1 id and group2 id. 
5. The group management server notifies the affiliated MCPTT group members of the constituent MCPTT groups, possibly with an indication of lower security level.
NOTE:
The affiliated MCPTT group members can retrieve the metadata of the temporary group according to the procedure in section 10.2.2.

6.
The group management server provides a group regroup confirmation response to the group management client of the dispatcher/authorized MCPTT user/UE.
10.6.2.2
Temporary group formation involving multiple MCPTT systems

The information flow in figure 10.6.2.2-1 below illustrates the group regroup operations to create a temporary group involving multiple MCPTT systems. For simplicity, only the case of two MCPTT groups being combined is represented, but the procedure is the same if more than two groups are combined.

Pre-conditions:

1.
The security aspects of sharing the user information between primary and partner MCPTT systems shall be governed as per the service provider agreement between them. In this case, we consider the partner MCPTT system does not share their users’ information to the primary MCPTT system.

2.
The primary MCPTT system consists of the group management server – GMS1 and MCPTT server (primary). The partner MCPTT system consists of the group management server – GMS2 and MCPTT server (partner).

3.
The group management client of the dispatcher/authorized MCPTT user/UE belongs to the primary MCPTT system.
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Figure 10.6.2.2-1: Temporary group formation - group regrouping involving multiple MCPTT systems

1.
The group management client of the dispatcher/authorized MCPTT user/UE requests group regroup operation to the group management server - GMS 1 (which is the group management server of the dispatcher/authorized MCPTT user/UE). The identities of the groups being combined shall be included in this message. The group management client may indicate the security level required for the temporary group. The group management client may indicate the priority level required for the temporary group.
2.
The GMS1 checks whether group1 is a temporary group. If group1 is a temporary group, then the group regrouping will be rejected, otherwise the group regrouping can proceed.
3.
GMS1 forwards the group regroup request to the target GMS2 with the information of GMS2 MCPTT groups.

4.
The GMS2 checks whether group2 is a temporary group. If group2 is a temporary group, then the group regrouping will be rejected, otherwise the group regrouping can proceed.
5.
GMS2 provides a group regroup response. Due to security aspects concerning sharing information among different MCPTT systems, GMS2 does not share the users’ information of the groups under its management to GMS1.

6.
The GMS1 creates and stores the information of the temporary group, including the temporary group identity, , and the identities of the groups being combined, the priority level of the temporary group, and the security level of the temporary group. Optionally, group configuration metadata for off network (for example ProSe Layer-2 Group ID, ProSe Group IP multicast address) can be requested from ProSe function over PC2 reference point.
7.
The GMS1 notifies the primary MCPTT application server regarding the temporary group creation with the information of the constituent groups, i.e. temporary group id, group1 id and group2 id.

8.
The GMS1 notifies the affiliated MCPTT group members of the constituent MCPTT groups of GMS1, possibly with an indication of lower security level.
NOTE 1:
The affiliated MCPTT group members can retrieve the metadata of the temporary group according to the procedure in section 10.2.2.

9.
GMS1 notifies GMS2 about its group regroup operation. GMS2 also stores the information about the Temporary group including the temporary group identity, the identities of the groups being combined, the priority level of the temporary groupand the security level of the temporary group.

10.
The GMS2 notifies the partner MCPTT server regarding the temporary group creation with the information of the constituent groups, i.e. temporary group id, group1 id and group2 id.
NOTE 2:
The affiliated MCPTT group members can retrieve the metadata of the temporary group according to the procedure in section 10.2.2.

11.
The GMS2 notifies the affiliated MCPTT group members of the constituent MCPTT groups of GMS2, possibly with an indication of lower security level.

12.
The GMS1 provides a group regroup confirmation response to the group management client of the dispatcher/authorized MCPTT user/UE.

NOTE 3:
The group management server does not communicate directly, and can route through some other network entities such as interworking gateways or SIP cores, which have not been specified for clarity.

10.6.2.3
Temporary group tear down

10.6.3
Group creation

The information flow in figure 10.6.3-1 below illustrates the group creation operations by authorized MCPTT user/administrator to create a group. It considers the scenario for normal group creation by administrators and user regrouping operations by authorized user/dispatcher.

Pre-conditions:

1.
The group management client, group management server, MCPTT server and the MCPTT group members belong to the same MCPTT system.

2.
The administrator/authorized user/dispatcher is aware of the users’ identities which will be combined to form the MCPTT group.
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Figure 10.6.3-1: Group creation

1.
The group management client of the administrator/dispatcher/authorized MCPTT user/UE requests group create operation to the group management server. The identities of the users being combined should be included in this message.

2.
During the group creation, the group management server creates and stores the information of the group, including the group identity, the identities of the users being combined, the priority level of the group and the security level of the group.  Optionally, group configuration metadata for off network (for example ProSe Layer-2 Group ID, ProSe Group IP multicast address) can be requested from ProSe function over PC2 reference point.
3.
The group management server may conditionally notify the MCPTT server regarding the group creation with the information of the group members. During user regroup, the group management server notifies the MCPTT server regarding the group creation with the information of the temporary group members. The MCPTT users of the temporary group may be automatically affiliated, if configured on the MCPTT server.

4.
The MCPTT group members of the group are notified.
NOTE 1:
The MCPTT group members can retrieve the metadata of the temporary group according to the procedure in section 10.2.2.

5.
The group management server provides a group creation confirmation response to the group management client of the administrator/dispatcher/authorized MCPTT user/UE.

NOTE 2:
The group management server does not communicate directly, and can route through some other network entities such as SIP cores, which have not been specified for clarity.
   *********************************End of the second change*************************************
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