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Abstract: This contribution defines procedures for Regrouping using the Master Slave Model.
1. Introduction

This contribution defines procedures using the Master Slave Model to regroup active group calls.

2. Proposal

Yt is proposed to add the following text in TR 23.179 clause 10.4.x.

-------------------------------------------First Change -----------------------------------------
10.4.1
Temporary group formation - group regrouping involving active group calls
The information flow in figure 10.4.x-1 below illustrates the group regroup operations for active group calls.

Pre-conditions:

1.
MCPTT group call 1 is ongoing hosted by MCPTT server (Group1).

2.
MCPTT group call 2 is ongoing hosted by MCPTT server (Group2)
3.
The MCPTT client of the dispatcher/authorized user/UE belongs to MCPTT group 1.
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Figure 10.4.x-1: Temporary group formation - group regrouping involving active group calls
1.
The MCPTT client of the dispatcher/authorized MCPTT user/UE requests group regroup operation to its local MCPTT server (which is the home MCPTT server of the dispatcher/authorized MCPTT user/UE). The identities of the groups being combined are included in this message.
NOTE:
If the home MCPTT server of the dispatcher/authorized MCPTT user/UE is hosting group call 1 then the master MCPTT server will be the MCPTT server hosting group 1.
2.
The MCPTT server responds with an OK response.

3.
The MCPTT server sends a group join request to MCPTT server hosting group 1 requesting to join the group call and requesting to be the master floor control server for the merged group call.

4.
The MCPTT server hosting group 1 responds with an OK response.

5.
The MCPTT server sends a group join request to MCPTT server hosting group 2 requesting to join the group call and requesting to be the master floor control server for the merged group call.

6.
The MCPTT server hosting group 2 responds with an OK response.

7.
The MCPTT server hosting group 1 transfers group 1 meta data (including pending requests and queue positions)  to the master MCPTT server.

8.
The MCPTT server hosting group 2transfers group 2 meta data (including pending requests and queue positions)  to the master MCPTT server.

9.
The MCPTT server hosting group 1  notifies the MCPTT clients participating in group call 1 that the group call has been merged with group call 2.

10.
The MCPTT server hosting group 2  notifies the MCPTT clients participating in group call 2 that the group call has been merged with group call 1.

11.
The master MCPTT server assumes floor control arbitration for the merged group call. Requests for the floor from group 1 and group 2 are forwarded by the MCPTT servers hosting groups 1 and groups 2 to the master MCPTT server and the master MCPTT server determines which MCPTT client is granted the floor next and sends the MCPTT granted indications to the MCPTT servers hosting groups 1 and groups 2.
12.
The MCPTT server hosting group 1 continues with floor control of the MCPTT clients in group 1 under control of the master MCPTT server..

12.
The MCPTT server hosting group 2 continues with floor control of the MCPTT clients in group 1 under control of the master MCPTT server..
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