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1
Decision/action requested

The group is requested to discuss and approve the proposal to correct inconsistenciesin draft TS 32.551. 
This pCR is a merge contribution from S5-103091 and S5-103215.
2
References

1. 3GPP TS 32.551 v1.0.0: “Energy Saving Management (ESM); Concepts and requirements”.
3 Rationale

1. 




2. 

3. 

4. 


4 Detailed Proposal

pCR to TS 32.551 V1.0.0 [1]
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2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TR 32.826: "Study on Energy Savings Management (ESM)".

[3]
3GPP TS 25.104: "Base Station (BS) radio transmission and reception (FDD)".
[4]
3GPP TS 32.500: "Self-Organizing Networks (SON); Concepts and requirements".
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3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Centralised ES: ES solution where ES algorithms are executed in the OAM system. Centralised ES has two variants:

· NM-Centralised ES: ES solution where ES algorithms are executed at the Network Management level. 

· EM-Centralised ES: ES solution where ES algorithms are executed at the Element Management level.

Distributed ES: ES solution where ES algorithms are executed at the Network Element level.

Hybrid ES: ES solution where ES algorithms are executed at two or more of the following levels: NE or EM or NM.

notEnergySaving  state: The default state in peak-traffic situation, with no specific energy saving in progress.
energySaving state: In an off-peak-traffic situation, some functions of a cell or network element are powered-off or restricted in resource usage in other ways, whereas the cell or network element is still controllable.

compensatingForEnergySaving  state: In an off-peak traffic situation, a network element is remaining powered on, e.g., taking over the coverage areas of neighbour base station in energySaving state.
ES activation: The procedure to switch off a cell or network element or restrict the usage of physical resources for energy saving purposes. As a result, a specific network element transitions is in energySaving state.
ES compensation: The procedure to change a network element’s configuration to remain powered on for compensating energy saving activation on other cells or network elements, e.g., by increasing a base station’s coverage area. As a result, the network element is in compensatingForEnergySaving state.
ES deactivation: The procedure to switch on a cellor network element or resume the usage of physical resources which had been ES activated before. As a result, a specific network element is in notEnergySaving state.
Enable ES: ES (including ES activation/compensation/deactivation, related computations etc.) is allowed to be performed. 
Disable ES: ES is prohibited to be performed. When ES is disabled, subject cellsor NEs are in notEnergySaving state.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1]. 
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4
Concepts and Backgrounds

4.1.1
Fundamental concepts

Two energy saving states can be conceptually identified for a cell or network element:
Conceptually, a cell or network element may be on one of these two states with respect to energy saving:

· notEnergySaving   state
· energySaving state
Based on the above energy saving states, a full energy saving solution includes two elementary procedures:

· Energy saving activation 
· Energy saving deactivation
4.1.2
Additional concepts for selected uses cases

For selected ESM use cases, a network element may additionally transition to the 

· compensatingForEnergySaving  state
Correspondingly, such use cases may provide these additional procedures:

· Energy saving compensation activation
· Energy saving compensation deactivation: the procedure to decrease a previously increased coverage area.
4.1.3
Operator control 
Four general architectures are candidates to offer energy saving functionalities:

Distributed, NM-Centralised, EM-Centralised, Hybrid as defined in TS 32.500 [4].

Energy saving in cells can be initiated in several different ways. Some of the mechanisms are:

· IRPManager instructs the cells to move to energySaving state 

· IRPManager sets policies and conditions and when these policies/conditions are met, the cells will move to energy saving state
· The eNB moves itself to energySaving state autonomously based on its knowledge of the network without any input for energy saving from the IRPManager and/or based on operators instruction/policies/conditions set in non-standard manner.
When a cell is in energySaving  state it may be needed that the neighbouring cells to pick up the load. However a cell in energySaving state cannot cause coverage holes or create undue load on the surrounding cells. All traffic on that cell is expected to be drained to other overlaid/umbrella cells before any cells moves to energySaving state. 

A cell in energySaving state is not considered a cell outage or a fault condition. No alarms should be raised to the IRPManager for any condition that is a consequence of a NE moving intoenergySaving  state.
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5.1
Requirements


REQ-32.551-CON-01

The acceptable impact on services shall be determined based on operator’s policy.

Remark: What exactly is meant with “operator’s policy”, what impacted services could be and what the consequences of not meeting the policy may be needs further discussion.


REQ-32.551-CON-02

The IRPManager shall be able to monitor how the network and the user service quality are influenced by energy saving function.


REQ-32.551-CON-03

IRPManager shall be able to monitor the performance of the energy saving function.

REQ-32.551-CON-04

The IRPAgent shall support a capability allowing the IRPManager to retrieve energy consumption information for each of its managed NEs.

REQ-32.551-CON-05

The IRPAgent should support a capability allowing the IRPManager to configure for each of its managed NEs the period of time for which energy consumption information will be provided.

REQ-32.551-CON-06
The IRPManager shall be able to initiate energy saving compensation on network elements. 
This requirement applies for the use case capacity limited network, for other use cases it is FFS.

REQ-32.551-CON-07
IRPManager shall be able to enable and disable energy saving for a selected part of the network.

REQ-32.551-CON-08
The IRPAgent shall support a capability allowing the IRPManager to initiate energy saving activation/deactivation on one or multiple cells or network elements in the network.

REQ-32.551-CON-09
When a NE is in energySaving state the IRPAgents shall not consider the NE as a fault, and no alarms shall be raised to the IRPManager for any condition that is a consequence of an energySaving NE. 

REQ-32.551-CON-10
The IRP Agent shall be able to allow the IRPManager to define a list of cells to prevent them from going into energySaving state. 

REQ-32.551-CON-11
The  IRPAgent shall allow the IRPManager to query for all switched off cells in the network under its domain. 
Remark: The reason for the switching off can be ES or something else.

REQ-32.551-CON-12
The IRPAgent shall support a capability to notify the IRPManager when a cell goes into or out of energySaving state. 

REQ-32.551-CON-13
The IRPAgent shall notify the IRPManager when a cell fails to re-start as a result of going out of energySaving state.

REQ-32.551-CON-14
The IRPAgent should support a capability allowing the IRPManager to configure a cell traffic load threshold to be used for the decision if a network element goes into  energySaving state. 

REQ-32.551-CON-15
The IRPAgent should support a capability allowing the IRPManager to configure a cell traffic load threshold to be used for the decision if a network element goes out of energySaving state.

REQ-32.551-CON-16
The system shall bring cells within one eNB  into energySaving state in the most energy efficient sequence.


REQ-32.551-CON-17
A cell must not go into energySaving state until emergency calls or Wireless Priority Service calls in the cell are completed. Forcing handovers of such calls because of ES shall be avoided.


REQ-32.551-CON-18
The IRPManager shall be able to access location and coverage information for each of its managed NEs.


REQ-32.551-CON-19
The IRPAgent shall provide the capability to allow the IRPManager to configure one or more related cells as the candidate cells to take over the coverage when the original cell is going into energySaving state.
This requirement applies to the eNodeB overlaid use case.

REQ-32.551-CON-20
The IRPAgent shall provide a capability to allow the IRPManager to indicate cell outage of an overlaid cell that is a candidate cell that can take over the coverage for another cell.
This requirement applies to the eNodeB overlaid use case.

REQ-32.551-CON-21
A cell in energySaving state is a planned condition and should not be considered as an outage.

5.2
Actor roles

TBD

5.3
Telecommunication resources

TBD

5.4
High level use cases

5.4.1
eNB overlaid use case
In this use case an eNB can only enter into an energy saving state  if there is radio coverage by other radio systems – be it another eNB or an entity of another radio access technology - for the whole coverage area of the eNB in question.
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6.1.1
Common requirements

REQ-ComES-FUN-01
The IRPManager shall be able to monitor how the network and the user service quality are influenced by energy saving function.


REQ-ComES-FUN-02
IRPManager shall be able to monitor the performance of the energy saving function.

REQ-ComES-FUN-03
The IRPAgent shall support a capability allowing the IRPManager to retrieve energy consumption information for each of its managed NEs.

REQ-ComES-FUN-04
The IRPAgent should support a capability allowing the IRPManager to configure for each of its managed NEs the period of time for which energy consumption information will be provided.

REQ-ComES-FUN-05
When a NE is in energySaving state the IRPAgents shall not consider the NE as a fault, and no alarms shall be raised to the IRPManager for any condition that is a consequence of an energySaving NE. 

REQ-ComES-FUN-06
The  IRPAgent shall allow the IRPManager to query for all switched off cells in the network under its domain. 
Remark: The reason for the switching off can be ES or something else.

REQ-ComES-FUN-07
The IRPAgent shall support a capability to notify the IRPManager when a cell goes into or out of energySaving state . 

REQ-ComES-FUN-08
The IRPAgent shall notify the IRPManager when a cell fails to re-start as a result of going out of energySaving state.
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6.1.2
Requirements for NM Centralized ES

REQ-NCES-FUN-01
The IRPManager shall be able to initiate energy saving compensation on network elements. 
This requirement applies for the use case capacity limited network.

REQ-NCES-FUN-02
The IRPAgent shall support a capability allowing the IRPManager to initiate energy saving activation to one or multiple cells or network elements.

REQ-NCES-FUN-03
The IRPAgent shall support a capability allowing the IRPManager to initiate energy saving deactivation to one or multiple cells or network elements.

REQ-NCES-FUN-04
The IRPAgent shall provide a capability allowing the IRPManager to monitor the network load.
6.1.3
Requirements for EM Centralized ES
See all requirements for NM Centralized ES.
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6.1.4
Requirements for Distributed ES

REQ-DIES-FUN-01
The IRP Agent shall be able to allow the IRPManager to define a list of cells to prevent them from going into energySaving state. 

REQ-DIES-FUN-02
The IRPAgent should support a capability allowing the IRPManager to define a traffic threshold: If the traffic in the active neighbor cells is above this threshold, then the cell can leave the energySaving state. 


REQ-DIES-FUN-03

The IRPAgent shall provide the capability to allow the IRPManager to configure one or more related cells as the candidate cells to take over the coverage when the original cell is going into energySaving state.
This requirement applies to the eNodeB overlaid use case.

REQ-DIES-FUN-04
The IRPAgent shall provide a capability to allow the IRPManager to indicate cell outage of an overlay cell that is a candidate cell that can take over the coverage for another cell.
This requirement applies to the eNodeB overlaid use case.

REQ-DIES-FUN-05
The IRPAgent should support a capability allowing the IRPManager to define a cell traffic threshold and a time duration; if the traffic in the cell is below this threshold longer than this time duration, then the cell can enter the energySaving state.

Editor’s note: 
Details of this traffic threshold will be defined in stage 2. 


REQ-DIES-FUN-06
The IRPAgent should support a capability allowing the IRPManager to define a traffic threshold and a time duration; if the traffic in active neighbor cells is below this threshold longer than this time duration, then the cell can enter the energySaving state.

Remark: The time duration is the same as for the cell traffic threshold (see REQ-DIES-FUN-05).

Editor’s note: 
Details of this traffic threshold will be defined in stage 2. 


REQ-DIES-FUN-07
The IRPAgent should support a capability allowing the IRPManager to define in a uniform way on subnetwork level or for many cells the circumstances when entering or leaving the energy saving is allowed.


REQ-DIES-FUN-08
IRPManager shall be able to enable and disable energy saving for a selected part of the network.
6.1.5
Requirements for Hybrid ES
These requirements depend on the chosen combination of NM / EM Centralized / Distributed.
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6.4.1 Energy saving activation on selected network elements 
(Centralised ES on NM layer)
	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	Activating  energy saving for a selected network elements in a part of the network 
	

	Actors and Roles (*)
	IRPManager as user
	

	Telecom resources
	Network elements (NEs) and their OSS.
	

	Assumptions
	Centralised ES on NM layer is performed.

The network operator has decided to activate energy saving on selected network elements in a part of the network (network elements, e.g. base stations). This requires to activate energy saving on some network elements and to activate energy saving compensation on others.
IRPManager is continuously monitoring load on NEs.

An interference control function is available to support the coverage adjustment process among NEs in compensatingForEnergySaving and energySaving state.
	

	Pre conditions
	The network topology should allow transferring some network elements into energySaving state while maintaining coverage by transferring some other into compensatingForEnergySaving state.

Network elements (e.g. base stations) are not in a faulty state.
	

	Begins when 
	The IRPManager decides to activate energy saving on selected network elements in a part of the network based on monitored decreased network load. 
	

	Step 1 (*) (M)
	The IPRManager makes a decision on which NEs should enter energySaving state,compensatingForEnergySaving state, or notEnergySaving state based on network load, geographic positions and maximum coverage of base stations.
	

	Step 2 (*) (M)
	Based on the output of step1, the IRPManager initiates energy-saving activation and energy-saving compensation activation on the NEs selected for the respective state transition. 
	

	Step 3 (*) (M)
	After the completion of the energy saving activation process, the IRPAgent informs the IRPManager on the result of the process.  
	

	Ends when (*)
	The selected network elements are in energySaving state, and other selected network elements are in compensatingForEnergySaving state.
	

	Exceptions
	FFS
	

	Post Conditions
	Energy-saving activation has been performed on some selected NEs. Other selected NEs are in compensatingForEnergySaving state. The network coverage is maintained. The network capacity is adapted to the reduced load.
	

	Traceability (*)
	REQ-NCES-FUN-02, REQ-NCES-FUN-04
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6.4.2 Deactivation of energy saving on selected network elements (Centralised ES on NM layer)
	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	Deactivating energy saving for a selected part of the network
	

	Actors and Roles (*)
	 IRPManager as user
	

	Telecom resources
	Network elements (NEs) and their OSS.
	

	Assumptions
	Centralised ES on NM layer is performed.

The network operator has decided to activate energy saving on selected network elements in a part of the network (network elements, e.g., base stations). This requires to activate energy saving on some network elements and to activate energy saving compensation on others.

The IRPManager is continuously monitoring load on NEs.

An interference control function is available to support the coverage adjustment process among NEs in compensatingForEnergySaving andenergySaving state.
	

	Pre conditions
	The affected network elements are in energySaving state or in compensatingForEnergySaving state. 

Network elements (base stations) are not in a faulty state.
	

	Begins when 
	The IRPManager decides to deactivate energy-saving for selected network elements in a part of the network based on network load.
	

	Step 1 (*) (M)
	The IPRManager makes a decision on which NEs should remain in energySaving state or enter compensatingForEnergySaving state, or notEnergySaving state based on network load, geographic positions and maximum coverage of base stations. 
	

	Step 2 (*) (M)
	Based on the output of step1, the IRPManager initiates energy-saving deactivation and energy-saving compensation deactivation on the NEs selected for the respective state transition.
	

	Step 3 (*) (M)
	After the completion of the energy saving deactivation process, the IRPAgent informs the IRPManager on the result of the process.
	

	Ends when (*)
	The selected network elements are in notEnergySaving state or compensatingForEnergySavingstate.
	

	Exceptions
	FFS.
	

	Post Conditions
	Energy-saving deactivation has been performed on some selected NEs. Some selected NEs are in notEnergySaving state; other selected NEs are incompensatingForEnergySaving state. The network coverage is maintained. The network capacity accommodates the increased load.
	

	Traceability (*)
	REQ-NCES-FUN-03, REQ-NCES-FUN-04
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Annex A (informative):
Use case details: Capacity-limited network use case
Capacity-limited networks (e.g., UMTS networks in an urban environment) are normally dimensioned to cope with peak time traffic demand and can hence be under-utilized in off-peak times, e.g., at certain hours of the night, when the overall load as well as the load distribution onto the different cells may differ significantly from peak times.

For energy-saving management in such networks, the objective is therefore to adapt the network to these changing conditions by activating energy saving on selected cells. One approach is to concentrate the load into a few selected cells that remain active during low traffic demand periods with increased coverage area and to deactivate the remaining less loaded cells.
This use case is generally RAT-independent, but may provide specific requirements and leverage specific mechanisms of individual RATs. This use case is only applicable to macro base stations.

Overview

In this use case the coverage area of a cell can be configured dynamically, where an operator would employ smaller coverage areas per cell (to increase capacity per geographic area) in a peak traffic situation.  In that case some base stations would be enabled to adjust their transmission power and other configuration parameters for their cells at off-peak times in order to provide coverage for other neighbouring cells – which could then be transferred to energy saving state, after handing currently associated UEs over to remaining neighbouring cells. Activating energy saving on certain base stations and modifying radio parameters for increasing coverage for other cells can lead to different neighbour relations as well as different cell and frequency layouts, which should be addressed by automatic neighbour relation, interference control, e.g., through OAM-driven configuration or SON functions, depending on the specific RAT in use. Depending on the specific scenarios, activating energy saving on base stations could ultimately lead to switching off all radio-transmission-related functions at a site, which would lead to reduced energy consumption and could implicitly lead to even further energy saving, e.g., when air condition systems at a site adapt to the reduced cooling requirements – which is not considered here in detail.

The energy saving management in the scenario would ideally lead to situation for an off-peak time as depicted in figure A.1 – where one base station would remain powered on (depicted as ES-compensate), taking over the coverage areas of neighbour base stations in energySaving state (depicted as eSaving). 
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Figure A.1 Different network arrangements corresponding to capacity demand variation for energy saving purposes

As depicted in figure A.1, a certain part of a network, e.g., base stations in a geographical area, can be in two different situations:

1. Peak traffic situation: no particular energy saving is on-going, and network elements are in notEnergySaving state (depicted as no-ES).

2. Off-peak Traffic situation: energy saving is on-going, and some network elements may be in energySaving state, while others are incompensatingForEnergySaving state.

Peak-traffic situation and off-peak-traffic situation refer to the disposition of a network. For this use case, the following three different states  are applicable to individual network elements: 1) notEnergySaving, 2) energySaving, and 3) compensatingForEnergySaving state.
These states are entered and left using the procedures energy saving activation, energy saving deactivation, energy saving compensation activation, and energy saving compensation deactivation.

It should be noted that the concrete actions for transferring a network element into an energySaving state (depicted as “eSaving” in figure A.1) depend on the specific scenario and capabilities of the network element.
This use case can be implemented in the ES-below-Itf-N architecture and in the ES-above-Itf-N architecture. Depending on the architecture, energy saving decisions and corresponding state transfers are made by network elements (or element / domain managers) or by network management systems.
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