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5.2
Comparison of UE management architectures
5.2.1   Benefits of UE measurements for MDT

· Potential to replace conventional DT in many instances (e.g., coverage vs position).

· UE position data potentially more accurate than network geolocation

· Potential to improve upon conventional DT 
· Gather user density & coverage importance (important for RF optimization)
· Measure total pathloss (i.e., including propagation and building prnetration losses (BPL) together), no need to separately estimate BPL. Thus avoid BPL-related assumptions. Note that DT normally adds a fixed (and large) attenuation in order to approximate BPL, but in reality user BPLs are a distribution and have significant variation.
· Extend measurements indoors where DT not available (GPS issues, but can infer position via interpolation from continuous logs including outdoor positions).  

· Measure performance as a function of position

· Identify problem areas (drops, low data rates, etc)

· Extend to idle mode mobiles to infer coverage holes (via UE logging, w/ subsequent report back later)

· Infer UE performance under actual operating conditions 

· Infer relative performance vs. UE make and model

4.x.x  Benefits of Correlating UE Data with Network Data
It is important to recognize that measuring actual user performance has significant potential for surpassing conventional DT in a more fundamental way.  Specifically, it also holds the potential to diagnose a wide class of issues and thereby provide important insight for prompt action via manual and/or automatic means. 
· Understanding network state provides additional information and accuracy. When time-correlated with UE data, it can enable network diagnosis from the captured data set with no additional manual DT.
· Relevant network state data Examples :

· eNB data: e.g., Tx pwr, antenna gain/azimuth/tilt (can be time-dependent).

· eNB load: e.g., DL load and UL noise rise (again t-dep).

· Network state: e.g., HO state, backhaul and MME loading.

· Call/session specifics: e.g., SON state for call (ICIC, load balancing, etc)

· Priority state of calls on eNB: (e.g., public safety pre-emption, etc.)

· Call failure data (e.g., from PCMD, network OAM)

· E2E measurements (e.g., latency)

· Etc.

· Capturing extensive network data poses added processing load for relevant network elements – must be efficiently managed during periods of high load.  Close coordination between network & UE data acquisition essential for minimizing impact.
· Dropped calls are often dependent upon loading and/or interference levels at time of drop
· Some dropped calls are not preventable (user went deep into a building with very high penetration loss)
· Pathloss requires knowledge of TxPower and other network parameters.
· Interference levels are load dependent.  The service provider will want to measure performance data during the “busy hour” 
· Gathering UE data implies additional air interface traffic.  This load can be altered by using different UE sampling percentages, using delayed UE reporting schemes, etc.  Lowering the sampling rate (thereby increasing time for obtaining statistically significant data) and delayed reporting both reduce the time responsiveness of the data gathering scheme.  Knowing the network state allows one to tune these UE measurement parameters so as to optimize the tradeoff between network impact and response time.
· In fact, network and UE measurements support not just the optimization efforts but also in the verification process that the optimization yielded desired benefits. 
· UE measurements around dropped calls provide powerful mechanisms to optimize various coverage parameters such as antenna tilt and pilot (reference signal in LTE) power. Analysis of RACH messages and delay will help optimize the RACH process. This means, that UE measurements form a critical part of RAN optimization
· In many of the SON use cases, the footprint of a cell is intrinsically a part of the optimization problem. Footprint of a cell is the region where a UE can “hear” the cell with significant quality. The UE “hears” the cell-specific reference signal, RS for short. It measures its RSRP and RSRQ. While RSRP is unaffected by the location of the neighbors, RSRQ is lower when there are more interfering neighbors. Coverage optimization, capacity optimization, HO optimization, cell selection/reselection, outage compensation and even load-balancing are all impacted by the power setting on the RS as well as the antenna tilt value. RSRP and RSRQ are two fundamental and critical measurements for coverage and capacity optimization problems. These values are measured on the DL and are usually reported only when HO thresholds are met. There is, all the same, the possibility for periodic reporting. 
5.2.3 Comparison of the two architectures
Collecting data from both UE and network at the same time provides the most complete picture.

· Broadly speaking, we see 2 general options for gaining such data:

· Option 1:  UE and network data are gathered independently, separately (e.g., UE data via the device manager (DM), network data via OAM or NEM)

· Option 2:  UE and network data are gathered together, at the same time, by the same management system

Discussion of Option 1 (User Plane Architecture):

· UE and network data is gathered separately and stored in separate databases.  This makes measurement less efficient, and complicates the correlation of the 2 data sets reducing usability of the results.  Taking UE and network data separately reduces the measurement efficiency for several reasons.

· This separation means that the UE and network data acquisition are not aware of each other, hence coordination must be provided manually by the operator.  Thus, in order to gather data at the same time requires that the operator start and stop two separate but simultaneous scans (UE + network) on both systems in the same region.  

· The network is unaware which UE are being measured, which cells they are associated with, nor which times measurements are being taken.  Thus the network must gather an over-complete data set in order to have the relevant data to cross correlate with the separately gathered UE data (i.e., excess network data will be thrown away).  This poses an unnecessary and undesirable burden upon the network.
· Discussion of option 2 (Control Plane Architecture)
· UE and network data is gathered in a coordinated fashion and stored a common database.  This makes measurement process and analysis more efficient, minimizes network impact, and simplifies and speeds the correlation of the 2 data sets.  Note that this scheme still is capable of supporting delayed reporting of UE data (to time shift air interface impacts of UE reports to times of lower network load).  Since the network is aware of which UE are gathering data and when those measurements are taken, hence it efficiently gathers only the relevant network data at the relevant times.  The association of the UE and network data can occur later when the UE report becomes available. 
· Leverage existing infrastructure to collect UE measurements (i.e call trace) and extend the standards to incorporate collection/triggering of UE measurements .

.

· More flexible and future proof because better usability for both, centralized and decentralized SON functionality. 

· Ability to collect UE measurements from select mobiles based on network status.

· Real time short burst sample data for SON purposes and troubleshooting

Summary: 

UE data and Network info gathered together (over control plane) and collected in a single database would enable much more accurate and powerful means for identifying, self-diagnosing, and optimizing RF and wireless performance. It is important to realize that many important measures of network performance cannot be captured from UE data alone, as they depend upon the network state which can vary in time and per user. E.g., performance can depend upon network load (which determines time-varying interference and impacts SINR-dependent phenomena and quantities), network parameters (which can vary vs time and use, e.g., SON features for LTE), etc.  Reuse existing interface and existing mechanism for collection of measurements (example:  call trace (RRC message), collection of RSRP and RSRQ, performance measurements on demand like the signal strength from neighboring eNBs is available on the Network with existing mechanism and with simple extensions. North bound interface and the mechanism to invoke measurement collection are already in place.
Multivendor scenarios and IRAT scenarios need to be studied further and better understood. Identify all measurements that are critical and make them mandatory to be support. This will enable multi-vendor concerns. This is needed not only for UE measurements but also for Network side measurements. With SON it will be difficult if one NE supported some measurements and another did not.

.
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