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1
Decision/action requested

The group is asked to approve this contribution
2
References

[1]

Draft TS 28.900 V0.4.0 “Study on integration of ONAP DCAE and 3GPP reference management architecture”

[2]

https://wiki.onap.org/display/DW/Architecture
3
Rationale

The current draft TR contains a relatively old ONAP architecture figure, this document proposes to align the draft TR with the latest ONAP architecture
4
Detailed proposal

First change
5.1
ONAP/DCAE architecture

Figure 5.1.1 depicts the ONAP Release 3 overall architecture (see [5] - figure 1).
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Figure 5.1.1: ONAP Release 3 overall architecture

NOTE: ONAP Release 3 overall architecture Figure attribution [5].

Figure 5.1.2 (see [6] - figure 1) provides a functional view of the DCAE Platform architecture.
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Figure 5.1.2: Functional view of the DCAE platform architecture

NOTE: Functional view of the DCAE platform architecture Figure attribution [6] – Figure 1.

The Data Collection, Analytics, and Events (DCAE) subsystem, in conjunction with other ONAP components, gathers performance, usage, and configuration data from the managed environment, such as about virtual network functions and their underlying infrastructure.  
Figure 5.1.3 (see [6] - figure 3) shows the DCAE data flow and illustrates data flow issued by VNFs to push performance, usage and configuration data to the DCAE VES (VNF Event Stream) Collector, the DCAE Collection Framework component in charge of stream data collection.
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Figure 5.1.3: DCAE data flow (Data plane)

NOTE: DCAE data flow (Data plane) Figure attribution [6] – Figure 3.

End of changes
