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1
Decision/action requested

Discuss and agree
2
References
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3GPP TS 36.423: "Evolved Universal Terrestrial Radio Access Network (E-UTRAN); X2 Application Protocol (X2AP)".

3
Rationale

3GPP Distributed SON on Mobility Load Balancing (D-MLB) is currently specified by RAN3 [2].

The TR 32.860 [1] scope is to evaluate if D-MLB performance can be improved.

SA5 currently is conducting an email approval process to revise a Problem Statement in the draft TR 32.860 [1] labelled as “Non-uniform load distribution” (see subclause 4.2.1.4 of [1]) and the proposed revised Problem Statement is quoted below. 
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“

4.2.1.4.1
Problem statement

The figure below shows an example where the load levels are expressed in percents of fully loaded eNB. Load metrics defined in the TS 32.425 could be used as load level indicators. In particular, the load level can be indicated by average percentage of PRB utilization. This problem statement is not applicable in case when the distributed MLB algorithm is using the Composite Available Capacity (CAC) indicator
The load situation is signaled to neighbor eNBs over X2 interface. 

Suppose that all eNBs are running same MLB algorithm. The target of the algorithm is to keep the load of the eNB between the thresholds L and H (factory configuration), for which purpose offload to another eNB may be requested. The eNB however avoids requesting offload if the potential offload target is over the threshold L:

The thresholds are defined per neighbour; initially in all eNBs L =60%, H = 80% in all directions. For the scenario depicted in the figure below, eNB#2 and eNB#3 are potential offload targets for eNB#1. Suppose that behind eNB#3 there is eNB#4 with low load. Then eNB#2 and eNB#3 are below H = 80% therefore they will not offload to eNB#4. It should be noted that eNB#4 is not a neighbour of eNB#1 so there is no X2 connection between them; therefore the load situation at eNB#4 is not visible to eNB#1. In this situation eNB#1 will not try to offload to eNB#3 and eNB#2, because their load is above L. The load distribution will remain far from uniform; the max:min ratio in this case will be 3:1.
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“

This pCR presents an analysis of the Problem Statement and suggests a potential solution for inclusion in the TR, in case the (revised) Problem Statement is agreed.
	1st Modified Section


4.2.1.4.2
Analysis

The goal of the proprietary algorithm under investigation is “to keep the load of the eNB between L and H (factory configuration), for which purpose offload to another eNB may be requested”. This proprietary algorithm has a factory configured H value and has an operator configured L value. 

Analysis from eNB1 perspective:

The following Table illustrates the context where problem: “the load distribution will remain far from uniform” exists. The Table ignores eNB3 as the use of eNB2 is sufficient for the purpose of analysis.

	
	L
	H
	Load is…

	eNB1
	L1= 60
	H1= 80
	90

	eNB2
	L2= 60
	H2= 80 
	70

	eNB4
	L3= 60
	H3= 80
	30


The eNB1 knows (is aware of) the RED values in the Table above. These RED values affect the eNB1 proprietary algorithm behaviour (actions).

As correctly identified in the Problem Statement:

a) The said eNB1 proprietary algorithm would not request offload to eNB2 (or eNB3) “because their load is above L” (i.e. eNB1 knows eNB2’s load is 70% which is greater than L2=L1=60%) and

b) As a consequence, “the load distribution will remain far from uniform; the max:min ratio in this case will be 3:1”.

Given the said proprietary algorithm behaviour and the specific set of L/H values, it is deterministic that the problem will occur under specific eNB loading situation. 

We do not think operator can, by adjusting L (and/or H) values, resolve this type of problem under any loading situations. Even if we assume that adjusting L (and/or H) values can, then operator can use the vendor provided procedure to change the L (and/or H) values. The use of a new standard procedure to change the L (and/or) H values is not appropriate (an over-kill) since these values are vendor proprietary algorithm specific and would not be applicable to all other vendor proprietary algorithms. 
Analysis from eNB2 perspective

The following Table illustrates the context where problem: “the load distribution will remain far from uniform” exists. The Table ignores eNB3 as use of eNB2 is sufficient for the purpose of analysis.

	
	L
	H
	Load is…

	eNB1
	L1= 60
	H1= 80
	90

	eNB2
	L2= 60
	H2= 80 
	70

	eNB4
	L3= 60
	H3= 80
	30


The eNB2 knows (is aware of) the RED values in the Table above. These RED values affect the eNB2 behaviour (actions).

1. The depiction of eNB#2, in a state where it would reject incoming offload request (e.g. its load is 70 > L2=60) while knowing one or more of its neighbour nodes (e.g. eNB4) can accept offload, should not occur for an algorithm that distributes load. An algorithm for load balancing of eNB (e.g. eNB#2) should or is expected to offload some of its load to its neighbour (e.g. eNB#4) when:
a. It knows its load is near or at the threshold to reject incoming offload request and;
b. It knows one of its neighbours, and in the case of Problem Statement, the eNB#4, can accept offload request.  
2. The said proprietary algorithm (in eNB#3 and eNB#2) would not request offload to eNB#4 knowing eNB#4 has low load (30) and knowing its own load is near or at the threshold (to reject incoming offload request). This proprietary algorithm is not performing load balancing optimally. 

3. The said proprietary algorithm depicted assumes that eNB#2 (or eNB#3) will stop accepting offload requests when loaded over 70%. This assumption is true only if the eNB2 is carrying GBR traffic. This assumption is not true if some percentage of eNB2 load is carrying non-GBR traffic since the eNB2 can discard non-GBR traffic to accept offload request. 
4. The solution suggested is: operators to use test procedure to identify these types of implementations and remove them from operation. The solution does not suggest the use of new standard procedures allowing NM to detect the situations depicted in the Problem Statement and then instruct the proprietary algorithm to act differently.

	End of modified section
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