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1
Decision/action requested

Agreement of changes in 5.2.1 Chapters
2
References

3
Rationale

It is proposed to add changes in Chapeter 5.2.1 for TR 32869.
4
Detailed proposal
It is proposed that TR 32.869 be updated with the following changes.
First change
5.2.1
Existing overload control mechanism on Diameter charging interface

5.2.1.1
Failure handling
All Overload Situations causing Traffic storm over Rf are currently mainly handled through failure handling procedures based on the protocol error "DIAMETER_TOO_BUSY" and "DIAMETER_UNABLE_TO_DELIVER" in the accounting answer related to the accounting request. The Protocol Error "DIAMETER_TOO_BUSY" is used by the Diameter node to indicate a specific server being requested might be busy and unable to provide the requested service (see clause 6.1.3.2 in TS 32.299 [50]). The Protocol Error "DIAMETER_UNABLE_TO_DELIVER" is used as answer to the pending request if the server has terminated the connection with the agent due an overloaded state or if the server does not even respond because the additional requests are dropped (see clause 6.1.3.1 in TS 32.299 [50]).
5.2.1.2
Limitation
For the Protocol Error "DIAMETER_TOO_BUSY":
· The Protocol Error "DIAMETER_TOO_BUSY does not provide detailed information of the severity of the overload state of the server. Furthermore, it can be imagined that in the case the server is already overloaded, it has to respond to each request with this error code, which may make things even worse
· There is no existing explicit indication of when the overloaded node is not overloaded anymore
For the Protocol Error "DIAMETER_UNABLE_TO_DELIVER":
· From offline charging perspective, the service delivery should not be impacted by the Diameter charging session disconnection and buffering may be done by the CTF based on 3GPP TS 32.299 [50] if alternate peers to offload the accounting requests do not exist. Very little guidance was provided on when to reopen the connection after an overload situation. It seems to be assumed that the overloaded node should be able to reopen the connection after the end of the overload situation whereas Diameter servers in operational networks are usually configured as connection request responder-only, leading to a deadlock situation.
· The Protocol Error cause "DIAMETER_UNABLE_TO_DELIVER" may be received by the client for other error cases (e.g. failure of the transport connection, no entry in the peer table of the Diameter agent), and there is no way for the Diameter client to clearly determine an overload situation using only Protocol Error "DIAMETER_UNABLE_TO_DELIVER".
A common limitation is that the downstream Diameter node can only react after overload happens, i.e. after overload is detected. The mechanisms are based on specific error handling or transport connection management at the server side. The default behaviour of the client relies only on the availability of alternate peers to offload the requests when the primary server is offloaded.
