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Decision/action requested

Discuss and approve on the text proposal.
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Rationale

At the closing plenary of SA5 Ljubljana meeting, [1] and [2] were discussed, and regarded as good contributions, since they identified the 3GPP impacts concerning how objects are to be created or deleted when a VNF instance is instantiated or terminated. It was suggested that more discussions were needed to come up a comprehensive solution for addressing this issue. It was realized that these issues may have something to do with VNF NRM [3] and [4].
TR 32.842 has a requirement – “The configuration management for VNF application involving NRM should re-use as much as possible the configuration management capabilities defined in TS 28.70x.” Therefore, the EPC NRM as defined in TS 28.708 [1] should be reused to support VNF lifecycle management operation.

Figure 1 shows the EPC NRM Containment/Naming Relationships (see TS 28.708 [5]).
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Figure 1: EPC NRM Containment/Naming Relationships
The following table lists the attributes of <<IOC> ManagedElement (see TS 28.622 [6]).
	Attribute Name
	Support Qualifier
	isReadable 
	isWritable
	isInvariant
	isNotifyable

	vendorName
	M
	M
	-
	-
	M

	userDefinedState
	M
	M
	M
	-
	M

	swVersion
	M
	M
	-
	-
	M

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


In non-virtualized networks, the network functions and physical hardware are coupled together. The attributes in <<IOC> ManagedElement capture the information of hardware and software image that can be identified by vendor name, and software version number. <<IOC> MMEFunction, PCRFFunction, PGWFunction, ServingGwFunction, etc. represent the network functions.

The non-virtualized networks have the following behaviours:

· The installation of non-virtualized PLMN networks is done manually.

· The network function and physical hardware that are typically 1:1 mapping form a NE.

· When a MME is installed, and up and running, both <<IOC> ManagedElement and <<IOC> MMEFunction will be created. 

· It is not possible to replace <<IOC> ManagedElement or <<IOC> MMEFunction, once they are created.

· When a MME is shut down, both <<IOC> ManagedElement and <<IOC> MMEFunction will be deleted.

In virtualized networks, the network functions and physical hardware are decoupled. The physical hardware consists of NFVI and the software images that can be downloaded to NFVI via VNF package on boarding. Virtualized network functions can be instantiated by requesting VIM to start running the software image on the VM(s) and allocate the relevant networking resources.

The virtualized networks have the following behaviours:

· The installation of virtualized PLMN networks is done automatically.

· Software images downloading to NFVI and VNF instantiation can be done independently.

· VNF instance and software image may not be 1:1 mapping, where multiple VNF instances can be instantiated from a single software image. 

· Since multiple versions of software images can reside at the NFVI. It is possible to select a specific version of software for instantiation, and to update a specific version of software image if necessary. 

· NFVI and software images still exist after VNF termination.

The above observations show that the installation of virtualized and non-virtualized PLMN networks are quite different. Since the network functions and physical hardware are decoupled, and the software images download and VNF instantiation can be done independently, the creation or deletion of <<IOC> ManagedElement and <<IOC> MMEFunction should be coordinated with the VNF package ob-boarding and VNF instantiation flows. 
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Potential solutions
7.2
Management interfaces and models

7.2.1
Global view of data flows
7.2.3 
NRM enhancements to support VNF lifecycle management
Prior to NFV, a PLMN network is typically installed manually, and then the managed objects representing all involved NEs are created, and introduced to the NM. In the virtualized networks, VNF are instantiated or terminated automatically, according to the VNF lifecycle management procedures.

Requirement REQ-NFVM_VN-CM-CON-1 emphasizes that CM capabilities defined in TS 28.70x should be reused as much as possible to support the VNF configuration management. Therefore, <<IOC>> ManagedElement, ManagedFunction defined in EPC NRM TS 28.708 [13] should be reused to represents VNF packages, and VNF instances.
As the VNF instantiation and termination are controlled by the VNF lifecycle management, the creation and deletion of managed objects should be coordinated with VNF lifecycle management procedures in the following manner:

1. After a successful VNF package on-boarding (B.2.1 [2]), where VIM uploads the VNF software images(s) to NFVI, <<IOC>> ManagedElement should be created, where swVersion of <<IOC>> ManagedElement  [14] represents the version of the software image,  managedElementType of <<IOC>> ManagedElement represents the type of VNF application.
2.  After a successful VNF instantiation of for example vMME application (B.3.2.1 [2]), <<IOC>> MMEFunction that is name-contained in  <<IOC>> ManagedElement should be created, where managedElementType of <<IOC>> ManagedElement is MME.
3. After a successful VNF termination of for example vMME application (B.5 [2]), <<IOC>> MMEFunction that is identified by vnfInstanceId of <<IOC>> ManagedFunction should be deleted.
Where, vnfInstanceId of <<IOC>> ManagedFunction is the ID of the VNF instance (section 6.3.2.1 [2]).
Note: Whether vnfInstanceId is unique in a VNFM, NFVO, or other entities is FFS.
4. After a successful VNF package deletion (B.2.6 [2]), <<IOC>> ManagedElement should be deleted.
Note: A VNF package can only be deleted, when it is not used by any VNF instances.
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