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1
Decision/action requested

The group is asked to discuss and agree on the proposed text change.
2
References

[1]
TR 32.842 Telecommunication management; Study on network management of Virtualized Networks
[2]
ETSI GS NFV-MAN-001: "Network Function Virtualisation (NFV); Management and Orchestration".
3
Rationale

This contribution is to add description on the dashed box in the management procedures.
4
Detailed proposal
	1st proposed change


7.3
Management procedures
7.3.1 
Introduction

The management procedure is to describe the E2E management procedure regarding the management of virtualized 3GPP Core network.

The dashed box in the diagram of section 7.3 shows the procedures which are consistent with the ETSI NFV specifications.
7.3.2 
Instantiation of VNF
This procedure applies to the scenario that IP address is allocated by NM or EM/EM UI. The resources for VNF could be allocated by NFVO or VNFM. 

NOTE: The IP address allocation needs FFS.
Scenario 1: VNFM allocates VNF resources
Main steps for this case are: 
1)
VNFM receives VNF instantiation request, in which VNF IP address and the other relevant instantiate VNF operation input parameters (see 6.7 [2]) are included. There are three options for this step:
2)
Option1: VNFM receives request from NFVO. NM initiates VNF instantiation and sends a request to NFVO, which forwards to VNFM. The IP address is allocated by NM. Refer to steps 1a.1-1a.2 in Figure 7.3.1-1.
3)
Option2: VNFM receives request from EM/EM UI. NM initiates VNF instantiation and sends a request to EM, which forwards to VNFM. The IP address is allocated by NM. Refer to steps 1b.1-1b.2 in Figure 7.3.1-1.
4)
Option3: VNFM receives request from EM/EM UI. EM/EM UI initiates VNF instantiation and sends a request to VNFM. The IP address is allocated by EM/EM UI. Refer to step 1c in Figure 7.3.1-1.
5)
VNFM sends Grant lifecycle operation to NFVO, which makes resource check and reservation, then optionally sends resource information to VNFM, which requests VIM to allocate resources (see steps 2-8, in clause B.3.2.1 [2]).
6)
VNFM configures VNF with deployment parameters, in which VNF IP address, or together with EM IP address is included, and also VNFM allocated VNF ID. 
7)
VNFM acknowledges successful VNF instantiation back to EM, here VNFM allocated VNF ID is included, if the VNF ID is unique within the management realm of VNFM, then VNMF should send VNF ID together with ID of itself.
8)
EM and VNFM both add VNF as managed object.
9)
EM, using the pre-allocated VNF IP address, sends application parameters to the VNF.
10)
VNF Manager reports successful VNF instantiation to NFVO.

11)
NFVO maps the VNF to the proper NFVI-PoP and Resource Pool.
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Figure 7.3.1-1 VNF instantiation with resources allocated by VNFM
NOTE: 

1. Options in 1a/1b/1c/1d will be updated with UML format.


Scenario 2: NFVO allocates VNF resources
1)
-
NFV Orchestrator receives a request from NM to instantiate a new VNF, which includes VNF IP address, or EM IP address. The EM is the one that manages the VNF to be instantiated. 
2)
-
NFV Orchestrator validates the request. 

3)
-
Optionally, NFV Orchestrator runs a feasibility check of the VNF instantiation request to reserve resources before doing the actual instantiation. 

4)
-
NFVO sends a VNF instantiation to NFVM, which includes VNF IP address or EM IP address.  

5)
-
VNFM sends Allocate Resource request to NFVO, which together with VIM, makes resource allocation and sends response back to VNFM (see steps 5-12, in clause B.3.1.2 [2]).
6)
-
VNFM configures VNF with deployment parameters, which includes VNF IP, or EM IP, or VNFM allocated VNF ID. 

7)
-
VNFM acknowledges successful VNF instantiation back to EM, here VNF ID and VNF IP are included, if the VNF ID is only unique within the management realm of VNFM, then VNMF should send VNF ID together with ID of itself.

8)
-
The EM configures the VNF with application specific parameters.

9)
-
VNF Manager acknowledges the completion of the VNF instantiation back to the NFV Orchestrator.
10)
-
The NFV Orchestrator acknowledges the completion of the VNF instantiation.
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Figure 7.3.1-2 VNF instantiation with resources allocated by NFVO
7.3.3
VNF instance scaling procedures

7.3.3.1
VNF instance scaling procedures with resource allocation done by VNF Manager 

7.3.3.1.1
VNF instance expansion procedure triggered by NM/EM
VNF expansion may be triggered by an automatic process or may be manually triggered by operator intervention.
VNF expansion may include the following actions:

-
configuration changes to the VM (scale up, e.g., add CPU or memory)
-
add a new VDU instance (scale out)

The main steps for the VNF instance expansion procedure triggered by command from NM/EM are:

1.
NM/EM/NM (via NFVO) requests capacity expansion to the VNF Manager using the operation Scale VNF of the VNF Lifecycle Management interface, see 1(a), 1(b) and 1(c).

2. ~ 13. The VNF Manager requests granting to the NFVO for the VNF expansion. VNF Manager reports successful VNF expansion to the NFVO using the VNF Lifecycle Change Notification interface. The NFVO is aware that the new VNF configuration is instantiated in the infrastructure. The NFVO maps the VNF to the proper VIM and resource pool. See clause B.4.4.2 [2].
Editor’s note: “new VNF configuration” needs further clarification (i.e., does it include VNF application configuration, or is it about only VNF deployment specific configuration)

14.
EM configures the VNF with application specific parameters. 

Editor’s note: In [2], this step occurs before the notification of successful VNF expansion from the VNFM to the NFVO.

15.
EM sends information about the newly updated and configured additional capacity to NM.
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Figure 7.3.2-1: VNF instance expansion procedure triggered by NM/EM
Editor’s Note: For VNF expansion, the decision point and the trigger point is FFS.
7.3.3.1.2
VNF instance contraction procedure triggered by NM/EM
VNF contraction may be triggered by an automatic process or may be manually triggered by operator intervention.
VNF contraction may include the following actions:

-
shut down and remove VMs (scale in)
-
release some virtualised resources from existing VMs (scale down)
The main steps for the VNF instance contraction procedure triggered by command from NM/EM are:

1.
NM/EM/NM (via NFVO) requests capacity contraction to the VNF Manager using the operation Scale VNF of the VNF Lifecycle Management interface, see 1(a), 1(b) and 1(c).

2. ~ 10.
The VNF Manager requests validation to the NFVO for the VNF contraction. The NFVO grants the scale-in operation of the VNF to the VNF Manager. VNF gracefully terminates a VNF component. VNF Manager reports successful VNF contraction to the NFVO. The NFVO updates the proper VIM and resource pool map. See clause B.4.4.4 [2].
11.
EM and VNF Manager update the VNF managed device.

12.
EM sends information about the newly updated capacity to NM.
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Figure 7.3.2-2: VNF instance contraction procedure triggered by NM/EM
Editor’s Note: For VNF contraction, the decision point and the trigger point is FFS.
7.3.4 
Termination of IMS/EPC VNF instance Procedure
There are the following procedures for the termination of VNF instance when the resources are released by NFVO:

1. Termination request is sent from NM to EM. 

2. Termination request is sent from NM to NFVO. 
For Termination request is sent from NM to EM, there are following steps for VNF instance termination:
1)
NM finds it necessary to terminate a VNF instance and sends a request to EM.
2)
EM sends VNF instance termination request to VNFM. 
3)
VNFM forwards the request to NFVO.

4)
NFVO validates the request and permits the termination of the VNF instance. VNFM releases VNF instance according to NFVO’s request, and VIM releases resources after receiving NFVO’s request. (see steps 2-9, in clause B.5 [2])
5)
NFVO acknowledges the completion of the VNF instance termination back to VNFM.
6)
VNFM forwards the acknowledgement to EM.

7)
Upon receiving the request, EM deletes the corresponding Managed Object.

8)
EM sends acknowledgement to NM.
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Figure 7.3.3-1 Termination request is sent from NM to EM
For Termination request is sent from NM directly to NFVO, there are following steps for VNF instance termination:
1)
NM finds it necessary to terminate a VNF instance and sends a request to NFVO.

2)
NFVO validates the request. 

3)
NFVO calls VNFM to terminate of the VNF.  

4)
VNFM sends terminate VNF request to EM.
5)
EM deletes the VNF from its managed device list. 
6)
EM sends ACK back to VNFM. 
7)
VNFM terminates the VNF, and sends ACK to NFVO, which imitates resource release for the VNF in coordination with VIM. (see steps 4-9, in clause B.5 [2])
8)
NFVO acknowledges the completion of the VNF instance termination to NM.
NOTE: step 7 could be parallel procedure with step 4~6.
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Figure 7.3.3-2 Termination request is sent from NM directly to NFVO
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