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EXECUTIVE SUMMARY

The VIDEO SWG has the responsibility for general 3GPP SA4 video matters (including 3D and scalable video-related topics).
During SA4#91 the VIDEO SWG dealt with the Video Telephony performance feasibility study, and the Virtual Reality feasibility study (both jointly with MTSI and SQ SWGs). 
On video telephony performance:

No input contribution was submitted. However, we only reviewed the incoming LS from ITU-T SG9 that was noted. The chairman encourages companies to provide inputs in order to progress the study.
 
On Virtual Reality:

 The Audio capture-systems, production workflow and formats are now documented in detail for channel, object and scene based formats.
Service providers’ centric use cases were agreed as well as some preliminary gap analysis. However, it was decided to continue the gap analysis only after a feasibility study has been conducted on the use cases.

We had some discussions on quality aspects for VR with the attempt to decompose the overall experience into qualitative and eventually quantitative quality metrics that may be used for the purpose to evaluate technical approaches. 

Finally the time-plan is updated in order to extend the completion date. We anticipate that significant work is still necessary in order to identify suitable media formats, evaluate those and analyse their mapping to the 3GPP services.  
 
The VIDEO SWG chairman would thank Thomas Stockhammer (Qualcomm) for the detailed minutes taken during the week and for his philosophical consideration of an immersive experience…
The output documents from the VIDEO SWG sessions are:

· A.I. 13.5

· 1315 (VIDEO SWG Report)

· A.I. 17.8 (FS_VR)
· 1311 (TR)

· 1314 (Timeplan)

Regarding the incoming LS:

1241 (ITU SG12): noted
MINUTES

 Video SWG Minutes during SA4#91
10.1  
Opening of the session

Mr. Gilles Teniou (Orange, Chairman of Video SWG) opens the session on Oct 25, 2016 at 9:00am. Mr. Thomas Stockhammer (Qualcomm) is assigned as scribe.

The minutes are shared online: https://docs.google.com/document/d/1e1RsolNlB4Yo_-gHw6mF4oxOryuteQ9y8esxgACeJtg/edit?usp=sharing
The following schedule is agreed.

	 
	Monday,

October 24
	Tuesday,

October 25
	Wednesday,

October 26
	Thursday,

October 27 

	8:00
	 
	 
	 
	 

	9:00-10:30

	SA4 Opening Plenary
	VIDEO
FS_UE_VTPerf/ FS_VR
	MBS
	MBS

	 
	Coffee Break
	Coffee Break
	Coffee Break
	 

	11:00-12:30

	MBS
	VIDEO
FS_UE_VTPerf/ FS_VR
	MBS
	MBS

	 
	Lunch Break
	Lunch Break
	Lunch Break
	 

	14:00-16:00
 
	MBS
	MBS - Video IQoE - MCVideo
	VIDEO
FS_UE_VTPerf
FS_VR
	Offline work

	 
	Coffee Break
	Coffee Break
	Coffee Break
	 

	16:00-18:00

	MBS
	MBS
	VIDEO
FS_UE_VTPerf/ FS_VR
	SA4 Closing plenary

	 
	Break
	Break
	Break
	 

	17:45 -~19:15
	(TBD)
	(TBD)
	(TBD)
	(TBD)


10.2  
Registration of documents

	S4-161159
	pCR on TR 26.918 FS_VR: Gap Analysis on VR Streaming
	Intel
	10.6
	

	S4-161160
	pCR on TR 26.918 FS_VR: Gap Analysis on VR Calls
	Intel
	10.6
	

	S4-161171
	pCR on TR 26.918 VR: Service-Provider Centric Use Cases
	Qualcomm Incorporated
	10.6
	

	S4-161172
	pCR on TR 26.918 VR: Video System for 360 Video
	Qualcomm Incorporated
	10.6
	

	S4-161173
	Quality Definition and Classification of VR Audio
	Samsung Electronics Co., Ltd
	10.6
	

	S4-161198
	Considerations on FoV VR Streaming
	Samsung Telecoms America
	10.6
	

	S4-161248
	pCR TR 26.918 Quality Considerations for VR Experiences
	Qualcomm Incorporated
	10.6
	

	S4-161249
	pCR TR 26.918 VR: Audio Rendering for Scene-Based Audio
	Qualcomm Incorporated
	10.6
	

	S4-161250
	Proposed text additions for Audio Systems clause in TR 26.918
	Dolby Laboratories Inc.
	10.6
	

	S4-161251
	pCR TR 26.918 VR: Updates to Audio Content Production Workflow
	Qualcomm Incorporated
	10.6
	

	S4-161252
	pCR TR 26.918 VR: Audio Media Formats
	Qualcomm Incorporated
	10.6
	

	S4-161253
	Influences on immersive audio quality for VR WITHDRAWN
	Dolby Laboratories Inc.
	10.6
	

	S4-161265
	pCR on TR 26.918 Additional text for channel-based audio
	Fraunhofer IIS
	10.6
	


10.3  
Reports and liaisons from other groups

Mr. Gilles Teniou (Orange) presents

	S4-161241
	LS/r on UE video telephony performance
	ITU-T SG9
	5.4


Discussion:

· None

Decision:

· Note

S4-161241 is noted
10.4  
CRs to Features in Release 13 and earlier

None at this meeting

10.5  
Study on UE characteristics and performance for Video Telephony (FS_UE_VTPerf)

No contribution at this meeting. The chairman encourages companies, to provide inputs.

10.6  
Study on Virtual Reality (FS_VR)

Mr. Thomas Stockhammer (Qualcomm):

	S4-161171
	pCR on TR 26.918 VR: Service-Provider Centric Use Cases
	Qualcomm Incorporated
	10.6
	


Discussion:

· On 5.7:

· Kurt: Are 2D screens in scope

· Thomas: Yes, not excluded.

· Stefan: It may have some overlap with other use case

· Thomas: Yes true, but it takes the content provider view

· On 5.8:

· Some discussion on mixed delivery of unicast and MBMS

· Will add 5.8.4 addressing this.

· On 5.9:

· Interest on the use case

· Some discussion, but the formulation was considered sufficient to not include or exclude certain technologies

· One Typo was detected. 

S4-161171 is agreed with the modifications discussed above and will be integrated in an updated version of the Technical Report (TR26.918v0.4.0) in S4-161311
Mr. Ozgur Oyman (Intel) presents:
	S4-161160
	pCR on TR 26.918 FS_VR: Gap Analysis on VR Calls
	Intel
	10.6


Discussion:

· Andre: Good starting point, but may also point to some solutions

· Ozgur: agree, can soften the language

· Thomas: There seem to be many things missing that what make a call a VR call such as latency, codecs, capturing, formats and so on

· Ozgur: we can add some notes that this is not complete

· Thomas: I am still worried that we do not have a clear definition for VR calls

· Ozgur: This is a starting point, it can be extended

· Imed: A feasibility study would be preferred as the next starting point.

· Andre: proposal to remove the examples

· Online editing is done to remove the examples

· Make the gap analysis preliminary by adding an editor’s note

· Atti: If you use TS26.223, CLUE already supports spatial audio. You can exchange spatial location.

· Ozgur: Despite being in CLUE, it is not in SDP and in 3GPP

Decision:

· Add the online modified text to the TR under the VR use cases as a separate section on gap analysis.

S4-161160 is noted, but the content agreed online will be added to the next revision of the TR26.918v0.4.0  in S4-161311.

Mr. Kyunghun Jung (Samsung) presents:

	S4-161173
	Quality Definition and Classification of VR Audio
	Samsung Electronics Co., Ltd
	10.6


Discussion:

· Kurt: What we mean by immersion, the difference to regular content is the inclusion of height.

· Thomas: I am not sure that immersive content exists, only with the seamless interaction the content is perceived as immersion. Content may enable immersiveness, but may not be called immersive

· Jon: The main differentiator is the ability to consume 3D Audio content on headphones and headsets which are per see cheap and mass market rather than on 22.2 speaker setups.

· Stefan D: The processing by the human and the interaction provides the immersiveness.

· Stefan B: Listener is part of the scene is the issue of immersion. So heights is not essential

· Kurt: agree that height is not essential, but it is known to generally provide immersion.

· Stefan B: What is the exact ask from the contribution?

· KJ: We want to have better definitions on what immersive means.

· Gilles: I believe the TR is explicit on what we mean by VR and immersiveness. 

· Dave: In conventional environment, the soundfield is only generated statically and only on position is correct, Moving does not improve the quality, especially moving in the direction.

· Stefan: If the video changes, then the audio need to change as well.

· KJ: The TR does not mandate you to wear an HMD, I have read the TR without an HMD.

· Kurt: Defining immersion may be tricky

· Andre: We need to enable 360 experience w/o HMD

· KJ: We want to define Immersion

· Thomas: Sent out DVB definition to the list. Please feel free to use or ignore.

· Gilles: propose to take this offline

Decision:

· The document is noted

S4-161173 is noted.

Mr. Andre Schevciw (Qualcomm) presents:

	S4-161172
	pCR on TR 26.918 VR: Video System for 360 Video
	Qualcomm Incorporated
	10.6


Discussion:

· Stefan B: I find important to understand what we mean by low-latency, Is it done in the device or even done in the network?

· Andre: other documents will describe this. It refers to the motion-to-sound latency for VR

· Stefan: Ok, I agree if it is covered elsewhere

· Andre

· Jon: You addressed the diegetic part here, but the non-diegetic only comes at the end.

· Andre: It is reasonable, add a note that this needs to be covered,

Decision:

· The document with agreed with the changes requested above.

· Less explicit on the low-latency, change this to “”.

· Add a note on non-diegetic content

S4-161172 is agreed with the changes indicated above  will be added to the next revision of the TR26.918v0.4.0  in S4-161311.

Mr. Kurt Krauss (Dolby) presents:

	S4-161250
	Proposed text additions for Audio Systems clause in TR 26.918
	Dolby Laboratories Inc.
	10.6


Discussion:

· On 4.3.2.3

· Andre: The issue is the spatial rendering which provides the accuracy

· Kurt: agree, I  can update this.

· Andre: the first sentence needs to be updated to address some aspects.

· Kurt: you can always do bad things such as low bitrate. So we need to add some regular operation into the sentence.

· Andre: The last paragraph sounds anecdotal

· Kurt: the intent of the sentence is to make sure that you avoid noise and so on.

· Stefan: We cannot also assume that the number of objects is low. Accuracy may be lost.

· Kurt: There may be some level some premixing  being  done with objects, if for example the number of objects is high. 

· Stefan: so you may add that spatial accuracy is also impacted by the premixing

· Kurt: no, the information for important objects would be preserved. The accuracy of lesser relevant objects that get combined may be less. The spatial accuracy of individual objects is determined in the content creation process. Important object would be omitted from being mixed with other objects so that the positional information is preserved for such (individual) objects. How specific do we need to be here.

· Stefan D: Purely object-based?

· Kurt: Yes, Atmos is purely object-based

· Atti (provided through e-mail):

· the object based system suffers noise issues or localization issues when no. of objects are more than the capture locations; further the localization suffers that is un-trackable as the object moves.
· Kurt(via e-mail): Not sure I understand this, why would someone create more objects in an object-based system than there are capturing locations? And if a certain source is essential (and may move) why would somebody not capture that individual sound individually?
· Decision: continue offline to improve the text on the highlighted paragraphs. Rest is agreed.

·   On 4.3.2.4

· Stefan D: We already have a work flow diagram, so what is new here

· Kurt: This is more specific, adding some components, like switching representations and so on

· Stefan D: This is not really new, only the process of switching. I am also not sure what is the bed object.

· Kurt explains some details but the scribe is lost in space

· Andre: It seems that in 4.3.3.1 you describe capturing is done scene-based and transformed.

· Andre: What is the definition of hyper-real experience?

· Kurt: “Reality is boring”, but you can also look it up at wikipedia. The scribe did and here is the link: http://filmsound.org/terminology/hyper-realistic.htm
· Gilles: we should change this to be more explicit

· This is agreed, will be replaced

· Andre: Terms are production oriented

· Kurt: Ok we will work on this

· Andre: Why do we need a room? Is it a referencing room

· Kurt: you basically have a room model related to your content

· Gilles: Is it a reference environment of the content creation.

· Thomas: It is a content production room? Take into reverbaration? 

· Kurt: on 1.) no, it is the size of the scene/play. On 2.) yes
· Thomas: Do not really understand what the reference room? This is a problem of the object-based production

· Kurt: yes I agree on this, assigning coordinates to objects is a requirement for object-based production.

· Stefan D: I have some questions around the text, this seems 

· Kurt: let’s work on some more details.

·   On 4.3.2.5

· Andre: on 6DOF, you have to have metadata for objects, but also on inclusion and obfuscation, for walls and so on. It gets quite complex.

· Kurt: this may not be the case for every place, but it is something that may the case in stadiums (reference for a stadium), or is expected to be used in movie production environments.

· Andre: ok keeping it, it may be massive amount of metadata.

· Andre, Kurt, Stefan D: Some discussion on the last sentence. There is also some issues on hybrid scenes and so on.

· Gilles: Please remove specific solutions, such as LAWO. 

· Kurt: agreed.

Decision:

· Agree some pieces, but offline work necessary.

S4-161172 is revised taking into account the above discussions in S4-161312.
Mr. Kurt Krauss (Dolby) presents:

	S4-161312
	Proposed text additions for Audio Systems clause in TR 26.918
	Dolby Laboratories Inc.
	10.6


Discussion:

· Stefan D: Can we put Figure 2 in brackets?

· Kurt: OK

· Gilles: Remove highlights

Decision:

· Agreed with comments above

S4-161312 is agreed with the changes indicated above and will be added to the next revision of the TR26.918v0.4.0  in S4-161311.

Mr. Stefan Döhla (Fraunhofer) presents

	S4-161265
	pCR on TR 26.918 Additional text for channel-based audio
	Fraunhofer IIS
	10.6


Discussion:

· Some discussion on 4.3.2.2 by Kurt and Stefan B

· Some modifications online.

· Stefan B: interesting the latency figures, are they specific to channel-based?

· Stefan D: generic to all audio systems, in 4.3.5

· Kurt: In 4.3.2.2 on capturing, it is not scene-based capturing, but an orchestration

· Stefan D: This tries to present content-production work flow

· Kurt: understand what you are saying, but state it

· Stefan B: say capture sound from different direction, the rest is content production workflow.

· Attempted online edits fail to be conclusive.

· Andre: What is a microphone tree? Is it an array. 

· Stefan D: My colleague says it is a tree. Very specific to a capturing

· Kurt: Tree is used in soundfield based capturing, this should be changed to emphasize that content is generated in a channel based fashion.

· Andre: Tree means array

· Stefan D: Will check with colleague, may be ok

· Andre: Add DAW to abbrevations

· Stefan D: OK

· Stefan B: Is the matrixing done in the capturing or content production work flow

· Stefan D: Can be either

· Stefan B: OK, I understand it now

· Kurt: What are you trying to highlight in the capturing section?

· Stefan D: We may have gone to far in this section

· Andre: Please (re)move the latency paragraph, but should go to motion-to-sound latency

· Thomas: To move or remove

· Stefan D: Can we move in brackets?

· Andre: OK, but  I have some comments. The tests are unclear, it is not clear how this interacts with video and it is also specific to the renderer used in the test. It may not be sufficient to, so we need to be careful with the numbers we quote. This study needs to be seen carefully

· Stefan D: OK to move. We can add a statement  that the results are limited to the conditions of the study and may not  be related to all aspects of the user experience (e.g. motion sickness). 

· Stefan B: add also The applicability of these results needs to be verified in the context of VR.

· Updates will be added to section 8.1.3 in the TR with brackets

Decision:

· Document is noted, but online edits are agreed and added to TR 

S4-161265 is noted but online edits are agreed and will be added to the next revision of the TR26.918v0.4.0  in S4-161311.

Mr. Andre Schevciw (Qualcomm) presents
	S4-161251
	pCR TR 26.918 VR: Updates to Audio Content Production Workflow
	Qualcomm Incorporated
	10.6


Discussion:

· Gilles: Change some can into could, online edits

· Andre: agreed

· Kurt: The picture shows an example and is nice. But I want a figure for me as well.

· Andre: I was not opposing

· Andre: Explains the figure

· Gilles: No hanging paragraphs - add 4.3.3.1

Decision:

· Document agreed with changes above

S4-161251 is agreed with the changes indicated above and will be added to the next revision of the TR26.918v0.4.0  in S4-161311.

Mr. Andre Schevciw (Qualcomm) presents
	S4-161252
	pCR TR 26.918 VR: Audio Media Formats
	Qualcomm Incorporated
	10.6


Discussion:

· Gilles: What do you expect to fill in here? Tickle a box?

· Andre: Yes, tickle a box

· Kurt: What are the criteria to tickle yes or no? Also would like to add B-Format, so combining B-Format  with objects

· Andre: Would fall in OBA + SBA

· Kurt: Suggestion, so therefore 

· Dave: Use Scene, Channel and Object instead of abbreviations

· Gilles: Do we expect a no anywhere? What is the value of having a table with only yes?

· Thomas: Is this production or distribution?

· Andre: We may need two tables

· Atti: Does the question make sense?

· Andre: It is likely just on distribution and consumption

· Kurt: table is nice, but we may just have some discussion around it.

· Stefan B: agrees (at least the scribes interpretation)

· Stefan D: What is the title of the table? 

· Andre: see there

· Gilles: What do you expect to do with the editor’s note?

· Andre: keep it for now, but may be removed eventually

· Kurt: Is this informative?

· No! It is a TR, everything is normative

· Eagle’s eye finds duplicate title ...

Decision:

· The table seems to be a no-go! Remove it

· Online edits: removing table and title are agreed

S4-161252 is agreed with the changes indicated above and will be added to the next revision of the TR26.918v0.4.0  in S4-161311.

Mr. Thomas Stockhammer (Qualcomm) presents:

	S4-161172
	pCR on TR 26.918 VR: Video System for 360 Video
	Qualcomm Incorporated
	10.6


Discussion:

· Gilles: Are we expecting documenting all projection formats?

· Imed: Why not, this is a TR

· More discussion on what can be documented

Decision:

· The document is considered as a starting point to document video systems

· Invitation to contribute for a more detailed contribution at the next meeting

S4-161172 is noted.

Mr Ozgur Oyman (Intel):

	S4-161159
	pCR on TR 26.918 FS_VR: Gap Analysis on VR Streaming
	Intel
	10.6


Discussion:

· Jon: Motion-to-photon latency is not mentioned. It is relevant in the context of FOV streaming

· Thomas: Agree that this is relevant. This is a major issue as you have latency.

· Dave: Agree that nausea may be a major issues. Also tiling formats 

· Andre: There is no issue on associated audio. Audio is always sent as a whole

· Ozgur: It could be possible that only part of the audio is rendered.

· Thomas: I feel uncomfortable to try to agree this

· Ozgur: my intention is to start with something on the technologies

· Thomas: I feel that this approach is not structured. We need much more information on the system aspects, quality aspects and aspects that can help us to define what good and better means

· Gilles: What does it mean to define the FOV metadata?

· Ozgur: It is meant for the client for the DASH client for the client to select the specific field of view.

Decision:

S4-161159 is noted.

Mr. Imed Bouazizi (Samsung):

	S4-161198
	Considerations on FoV VR Streaming
	Samsung Telecoms America
	10.6


Discussion:

· Thomas: Some good aspects included, but the baseline and the comparison aspects are not clear. It is also hard to find a detailed idea on what the gaps are and what the working assumptions are.

· Imed: Understood that this data is put together quite quickly. It may need some more structuring, but gaps are in the area of multiple decoders and scalable decoders and so on.

· Thomas: Can you justify the 30 or 60 fps frame rates for the video? Many systems use higher frame rates right now.

·  Imed: 90 fps does not happen that much, 60 seems reasonable

· Gilles: Why do you rely on DASH if you have low delay constraints?

· Imed: It is true, but we need to accept the network delays.

· Gilles: How can we proceed?

· Imed: we need to do more a gap analysis. 

Decision:

· We will address the system aspects to move forward the use cases and gap analysis.

S4-161198 is noted.

Mr. Thomas Stockhammer (Qualcomm)

	S4-161313
	pCR TR 26.918 Quality Considerations for VR Experiences
	Qualcomm Incorporated
	10.6


Discussion:

· Section 2: No question.

· Section 3:

· Jon: There is some text in the TR addressing these issues

· Needs some offline work to include the motion to photon aspects. Offline work is necessary.

· Section 4:

· There is no agreement on this

· Jon: We need to separate the video frame rate from the rendering

· Gilles: Is the study the same as already mentioned?

· Andre: yes, just remove the median

· Jon: the motion-to-sound latency is not aligned

· Andre: We did not agree on anything.

Decision:

· The document is noted. It is unclear how to tackle the quality aspects and how to define and assess a high-quality VR. 

S4-161313 is noted.

10.7  
New Work / New Work Items and Study Items

none

10.8  
Liaisons and Liaison Responses

The chairman mentions the DVB LS on S4-161244 that was noted in plenary. No actions are expected.

10.9  
Any Other Business

Mr. Gilles Teniou (Orange) reviews the time plan for FS_VR in S4-161071. The time plan includes sending the technical report to SA plenary. It was considered that it is better to delay sending the TR by one more meeting cycle. The new time plan will be made available in S4-161314. 

No telco or adhoc meeting is scheduled.

10.10
Close of the session 

Mr. Gilles Teniou (Orange) closed the SWG meeting on October 7 at 6:18pm.
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Annex A - The documents status

A.1 Agreed documents (not presented to SA4 plenary)
	Tdoc number
	Title
	Source
	SWG Agenda Item
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary*

	S4-161171
	VR: Service-Provider Centric Use Cases
	Qualcomm Incorporated
	10.6
	
	Agreed
	

	S4-161249
	VR: Audio Rendering for Scene-Based Audio
	Qualcomm Incorporated
	10.6
	
	Agreed
	

	S4-161251
	VR: Updates to Audio Content Production Workflow
	Qualcomm Incorporated
	10.6
	
	Agreed
	

	S4-161252
	VR: Audio Media Formats
	Qualcomm, Incorporated
	10.6
	
	Agreed
	

	S4-161312
	Proposed text additions for Audio Systems clause in TR 26.918
	Dolby Laboratories Inc.
	10.6
	
	Agreed
	


A.2 Agreed documents (to be presented to SA4 plenary)

	Tdoc number
	Title
	Source
	SWG Agenda Item
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary*

	
	
	
	
	
	
	


A.3 Other status than agreed documents (not presented to SA4 plenary)
	Tdoc number
	Title
	Source
	SWG Agenda Item
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary*

	S4-161160
	FS_VR: Gap Analysis on VR Calls
	Intel
	10.6
	
	Noted
	

	S4-161173
	Quality Definition and Classification of VR Audio
	Samsung Electronics Co., Ltd
	10.6
	
	Noted
	

	S4-161250
	Proposed text additions for Audio Systems clause in TR 26.918
	Dolby Laboratories Inc.
	10.6
	S4-161312
	Revised
	

	S4-161265
	pCR on TR 26.918 Additional text for channel-based audio
	Fraunhofer IIS
	10.6
	
	Noted 
	

	S4-161172
	VR: Video System for 360 Video
	Qualcomm Incorporated
	10.6
	
	Noted 
	

	S4-161159
	FS_VR: Gap Analysis on VR Streaming
	Intel
	10.6
	
	Noted 
	

	S4-161198
	Considerations on FoV VR Streaming
	Samsung Telecoms America
	10.6
	
	Noted 
	

	S4-161248
	Quality Considerations for VR Experiences
	Qualcomm Incorporated
	10.6
	S4-161313
	Revised 
	

	S4-161253
	Influences on immersive audio quality for VR
	Dolby Laboratories Inc.
	10.6
	
	Withdrawn
	

	S4-161313
	Quality Considerations for VR Experiences
	Qualcomm Incorporated
	10.6
	
	Noted
	


A.4 Other status than agreed documents (to be presented to SA4 plenary)
	Tdoc number
	Title
	Source
	SWG Agenda Item
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary*

	S4-161311
	TR 26.918 Virtual reality (VR) media services over 3GPP v0.4.0 
	Orange (Editor)
	-
	
	
	17.8

	S4-161314
	Revised Timeplan of FS_VR v0.4

	Orange (Rapporteur)
	-
	
	
	17.8

	S4-161315
	Video SWG report during SA4#91
	VIDEO SWG Chairman
	-
	
	
	13.5
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