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1 Introduction

We strongly believe that the quality of VR services (both in terms of visual quality and responsiveness to user interactions) is a key enabler for the adoption of VR by users. Not providing sufficient quality may be even detrimental to the long-term success for VR. Hence, before making any technology decisions, 3GPP should at least be aware on the quality aspects of VR services. This document is an attempt to collect some initial considerations on this topic and provides some initial recommendations on some minimum performance aspects. 

Once metrics and associated targets are defined, it will become possible to evaluate technical contributions with regards to how they address or support such quality requirements.

The present document is considered as an starting point and should not be considered as a full framework. Section 2 provides just an excourse towards setting some ultimate objectives and should not be considered more than some stimulation.
Note that the information in section 3 and 4 was submitted in a similar form to MPEG with significant contributions from:

· Mary-Luc Champel, Technicolor

· Thierry Fautier, Harmonic

· Emmanuel Thomas, TNO

· Rob Koenen, TNO 

2 The Ultimate Strive: 3GPP passes the Turing Test for VR 
This section serves as a pure philophical excourse on the issue that we try to solve for VR. However, just for a moment forget about all technical, economical and standardization related constraints of VR, what we want to achieve is the ability that a machine provides a virtual reality that is indistinguishable from the real reality.

The idea of a machine replacing a human in an indistinguishable fashion was introduced by Alan Turing in 1950: The Turing test is a test of a machine's ability to exhibit intelligent behaviour equivalent to, or indistinguishable from, that of a human. Turing proposed that a human evaluator would judge natural language conversations between a human and a machine that is designed to generate human-like responses. You may find many details here: https://en.wikipedia.org/wiki/Turing_test and in thousands of literature. One of the most criticized issues with the Turing test whether the machine would be used to fake a human or be used just as being able to act as a real human. Many variants and discussions have been done in the context of artificial intelligence.

However, making the issue more related to what VR is, there is some discussion of a Graphical Turing Test: https://en.wikipedia.org/wiki/Graphics_Turing_Test.
The Graphics Turing Test is a variant of the Turing Test, the twist being that a human judge viewing and interacting with an artificially generated world should be unable to reliably distinguish it from reality [2].

The original formulation of the test is:

"The subject views and interacts with a real or computer generated scene. The test is passed if the subject can not determine reality from simulated reality better than a random guess. (a) The subject operates a remotely controlled ( or simulated) robotic arm and views a computer screen. (b) The subject enters a door to a controlled vehicle or motion simulator with computer screens for windows. An eye patch can be worn on one eye as stereo vision is difficult to simulate."

The "Graphics Turing Scale" of computer power is then defined as the computing power necessary to achieve success in the test. It was estimated in [1] as 1036.8 TFlops peak and 518.4 TFlops sustained. 

The ultimate goal of virtual reality is to present to the user computer-generated scenes in such a manner that the user should not be aware that they are in a virtual reality system at all – a sort of Turing test for VR. To achieve this, the images should be of such high resolution that the individual pixels cannot be distinguished, the display should change with the observer’s head movements without perceptible lag and the rendered scenes should be exquisitely detailed with realistically rendered three-dimensional models.
Fin some more discussion here: http://www.personal.reading.ac.uk/~sxs05ag/pub/gg2012/gg2012_prepint.pdf
After this excourse some more practical aspects, but let’s not forget where we wanna get to: 3GPP passes the Turing Test for VR.
3 Why High Quality VR?

For VR to become a successful media and avoid a similar fate as for example 3D, not only a unique and novel experience needs to be offered to users but also any issues that could cause user rejection of VR (in particular here: motion sickness, known as kinetosis nowadays if you want to impress) need to be addressed.

Offering a unique experience is an essential point here. If users feel that VR audio and video content quality is not at least par with audio and video quality of traditional content (1080p or 4K), it is unlikely they will adopt VR. Moreover, for VR to offer a novel experience, it is also essential that the degree of immersion in VR content remains high.

For people who experience sickness while immersed in VR environments, regardless of how high the visual and audio quality is, the overall perception of the experience is abysmally low. 

First studies on motion sickness by Kolansiski [3] in 1995 showed that nearly half of the subjects were experiencing sickness symptoms such as disorientation or nausea. While for most of the cases, the effect was soft and temporary, in rare cases effects were endured for several hours. 

According to later studies by Kolasinski [3], Wioka [4], and Jaeger and Mourant [5], most common factors of motion sickness in VR are: 
· Refresh rate, which needs to be high enough to prevent flicker.
· System lag or motion-to-photon latency, which needs to be high enough for users to have an immediate feedback of their interactions.
· Vection, where wide field of view combined with fast motion objects in the near field, creates the delusion that the user is moving and the world is stationary.
· Duration of exposure, which needs to be limited as motion sickness builds over time for most of the subjects.

4 Recommendations for High Quality VR 

4.2 Quality Factors for VR

Figure XXX shows the main contributions for providing a full immersive environment. Only the presence of all three dimensions, the visual quality, the sound quality as well as the intuitive interaction provide a full immersive experience.
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Different aspects are considered for the different dimensions, all documented in the figure and not repeated further. The following sections provide some more details on how these high-level metrics may be quantified.
4.3 Visual quality metrics

For traditional video, several metrics exist to assess the quality of the content: Resolution, frame rate, color space, bit depth, and last but not least PSNR … While these metrics could be used for VR content too, they are not always appropriate and need to be adjusted to VR specificities.

Regarding video resolution, instead of using the number of pixels for an image or number of pixels per inch for a display, in VR environments the notion of number of pixels per degree is preferred. Indeed, since only a small fraction of the whole 360 environment can be seen at a time, what matters is how precisely that portion is presented to the user’s eye. The following table shows some measurements for the most popular HMDs (see http://doc-ok.org/?p=1414). For comparison, average values with traditional TV are also presented.
	Device
	Resolution 
	Maximum frame rate
	min/max Field of View
Horizontal & Vertical
	min/max pixels per degree

	Samsung Gear VR
	2560x1440
	p60
	max 96°
	min : 13 H & 15 V

	Oculus Rift
	2160x1200
	p90
	67°-96° H & 66°-107° V
	11-16 H & 11-18 V

	HTC Vive 
	2160x1200
	p90
	76°-100° H & 77°-113° V
	11-14 H & 10.5-15.5 V

	PlayStation®VR
	1920x1080
	p120
	max 100°
	min: 9.5 H & 11 V

	TF (Full HD)
	1920x1080
	p30
	avg : 45 H & 25 V 
	43 H & 43 V

	TV (4K)
	3840x2160
	p120
	avg : 45 H & 25 V
	86 H & 86 V


Number of video pixels per degree (pix/deg) is indeed an essential metric for high quality VR. A minimum value of 20 pix/deg ensures that the content will always have a resolution higher than the display resolution (max is 18pix/deg with Oculus Rift). Nevertheless, compared to traditional TV this is still about 2 times less (perceived) resolution than 1080p or 4 times less than 4K.

While no HMD is capable of displaying 40pix/deg today, it is believed such a value is what would give a high quality VR perception to the user.

Another way to look at this requirement is to look at the video resolution of the image supporting the whole 4pi steradian space. Current solutions send 4K resolution to HMD which extracts a FOV that is much lower than HD (about 12-14% of the 4K image), and then upscales it to 1080 resolution for display on the HMD. That is why the perceived quality remains low today.

As shown in Figure 1, sending 4 times 4K resolution to the HMD would result in a visible viewport which surface is about 50% of a 4K image (assuming 12-14% of the 4pi steradian space is seen). This would convert in [image: image2.png]


 times 1080 vertical resolution for the visible viewport. While this is superior to the display resolution of current HMDs, we expect HMDs with 4K display resolution to hit the market soon.
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Figure X - video resolution & visible viewport resolution

High quality VR may be obtained when the resolution of the visible viewport is higher than the display resolution. Assuming that the visible viewport is about 12-14% of the total environment, and that our target are HMDs with a 4K display resolution, the vertical resolution of the image supporting the 4pi steradian space needs to be at least about [image: image5.png]


 times the vertical resolution of 4K.

For practical resolutions, this would result in using use 3 times the vertical 4K resolution: 11520x6480.
As important is the reproduction of natural images, with colours as well as light/contrast effects. This needs to be supported by the end-to-end chain, from production, delivery to rendering.

The refresh rate of the display need to be suitable to address the required motion-to-photon latency. In addition. The frame rate of the signal needs to such that any flicker in the foreground and periphery is avoided. In the absence of scientific measures, we believe that what is offered today by most existing HMDs is a good starting point. 90fps is what most of the HMD offer today (Samsung Gear VR runs at 60fps today) and is considered as a minimum. This is significantly higher than what is used for traditional video, but with HMDs, the display literally sits on the user’s nose, what makes the user even more sensible to flicker. 
As summary, the following recommendations are considered for what is high quality:

· pixels/degree: 40 pix/deg (current HMDs are limited to max 20 pix/deg)
· video resolution for 4pi steradian space: threshold for high quality: 3 times 4K vertical resolution = 11520x6480
· video quality to reproduce image quality, colors and light/contrast conditions that provides natural color and lightning conditions (BT.2200, 18 stops in dynamic range, no visual coding artefacts). 
· Framerate: Threshold for high quality is 90 fps

When creating VR content, capture on a camera rig (a rigid array of cameras looking out from a central point) is often followed by a stitching process. The stitching step is one of the steps where impact on quality can be very important. Stitching consists in merging views from different cameras into a single view. Unfortunately, any glitch that may happen at the border of two adjacent views is easily spotted by the human eye and drastically lowers the perceived quality of the VR content. This step is often performed automatically by software and there are a variety of algorithms with different processing costs and quality results. Whereas stitching basically a process at the content generation, it is important that no stitching errors are introduced in the delivery.

· Recommended threshold for high quality: 
· Content production minimizes stitching errors

· delivery and rendering processes do not introduce additional stitching errors.
4.4 Audio quality metrics

Regarding audio quality for VR, we defer to the experts in SA4.
4.5 Immersion

Judging the quality of immersion is very specific to VR, and as noted above, this is with little doubt the most important metric for VR quality.

The first metric commonly used here is motion-to-photon latency. It describes how much time there is between the moment the user interacts with the content and the moment an image which responds to the interaction is presented to the user. For simple interactions, such as head movement, it defines how fast the head movement is taken into account on the display. While in its studies Wioka was considering 300ms, a minimum motion-to-photon latency of 20ms is often defined today. 

Recommendation:
· Threshold for high quality: maximum 20ms for motion-to-photon latency 
Similarly to video, audio 3D positioning shall have an immediate response to any user interaction (movement). Moreover, to prevent nausea, it is important to have the same responsiveness in audio as in video.
Some studies [6] have suggested a detectable motion to sound latency in dynamic binaural synthesis in the order of 60ms. However, these studies are limited to the detectability of the latency by the subject. They do not consider other factors, such as possible latency impacts on the vestibular system and consequent motion sickness. Also, the application of such results are narrowed to the rendering conditions and sound scenes used in the tests. Until further studies addressing these aspects are made available, the source proposes a motion to sound latency aligned with the motion to photon latency requirement.
Requirement #5 : motion-to-sound latency         

· Threshold for high quality: 
· aligned with the motion to photon latency requirement 
· Take into account more information of 3GPP SA4 audio experts
The quality of immersion can also be defined by the presence or not of techniques that strengthen the immersion of the user within a 3D Virtual environment. This is for instance the use or not use of stereoscopic images or the simulation of parallax effect. Indeed by offering interactive parallax in the VR content, the user has the capability to look behind objects in the foreground as he would do in a real environment. Figure Y shows how it is possible to look behind the figure in the foreground when interactive parallax is present whereas the same figure would seem stuck to the background when parallax is not present. Moreover, while objects in the foreground are undoubtedly improving the immersion, studies also revealed that if they are too close to the user (less than 3m) it is likely they can also become an important cause of nausea (see http://digital-library.theiet.org/content/conferences/10.1049/ibc.2016.0029;jsessionid=49ngjho83in95.x-iet-live-01). Proper balance shall be found here.
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Figure Y effects of parallax
Recommendation on foreground & parallax         
· objects in the foreground are far enough to prevent nausea and interactive parallax with background are present for such objects 
5 Proposal

We propose to take the information in sections 2 to 4 into account in the technical report in some form or another. What is key that the delivery system as primarily specified in 3GPP provides all capabilities to address a high-quality VR experience. We will work with interested parties to improve presentation and content to make it worthwhile and agreeable for inclusion in the Technical Report and to progress the work on Virtual Reality in 3GPP.
We also encourage to align work on quality metrics for systems among different organizations and keep in touch with for example MPEG on this matter.
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