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1 Introduction
Complete immersion in a virtual world requires 'tricking' one's brain into believing what they are sensing. Sight can be as limiting as the field of view. Sound adds to what sight can't grasp – a bull charging from behind, a rattlesnake on the right or even a whisper moving from the left ear behind the head to the right ear. Hence, content creators can leverage sound to direct the gaze of a user and effectively tell a story.
Object based sound creation, packaging and playback of content is now prevalent in the Cinema and Home Theater, delivering immersive audio experiences. This has paved the way for Virtual Reality sound where precision of sound is necessary for complete immersion in a virtual world. 

In VR, content creators need to be able to create object-based sound in a three dimensional space and encode their creations such that they are delivered, decoded and rendered binaurally (on headphones) and over speakers with precision and efficiency when an end user listens to the content. The artistic intent and creative integrity must be maintained and preserved from content creation to consumption by an end user, ensuring full immersion into the virtual world.

2 The VR Landscape
VR experiences can be broken down into Interactive and Linear use-cases.
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Figure 1: VR landscape
Interactive VR includes Gaming and Interactive Movies, where the viewer is actively controlling the experience in real-time.

Linear VR includes Cinematic and Experiential events, where the viewer is able to control their viewpoint but not change the experience.

For gaming VR experiences the immersive audio is generated by an audio engine within the game. Game audio engines such as WWise [7] and FMOD [8] render audio objects in real time to create the interactive audio scene to the viewer directly connected.

For the other classes of VR, the immersive audio is created offline, in the case of cinematic content, or produced live, in the case of a live event, and is encoded, packaged and transmitted to the viewer.

In both Interactive and Linear VR, the viewer is engaged with the content, able to look around the scene in all directions. With the advent of affordable motion trackers in VR systems, the viewer is now able to easily move around the scene, able to peek around corners, walk around the space and change their orientation to look at the scene from any angle with six degrees of freedom.
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It’s this freedom of movement and the ability for a viewer to translate and rotate their listening position that lends itself to object-based audio as the most efficient way to deliver a high precision audio scene.

To date, immersive audio rendering for VR has been binaurally over headphones, however with immersive speaker playback systems now available, an immersive audio experience can also be delivered in the living room without headphones. 
3 From Channel-Based Audio to Object-Based Audio
In audio mixing for traditional cinematic content, multiple audio elements arrive at an audio mixing console where an audio engineer mixes the different sound sources into a stereo or surround mix. This single mix is delivered to the consumer, where it is reproduced in a theatre, on television speakers, a home theatre system, personal computer, or mobile device. Basic metadata provides the capability to down-mix or up-mix the audio program to the playback environment.
The process for audio mixing for VR is quite different. Multiple audio elements arrive at an audio mixing console as before, but for VR the audio engineer places the different sound sources (audio objects) into a 3D scene, creating an immersive mix that takes into account the ability of the listener to translate and rotate their listening position. 

3.1 Audio Beds and Audio Objects
In traditional channel-based audio mixing, sound elements are mixed together and mapped to individual speaker channels, e.g. left, right, centre, left surround, and right surround. In object-based audio mixing, individual sound elements are delivered to the playback device where they are rendered based on the number, position, and capabilities of the available speakers or for headphones. 

Object audio is different in some significant ways that are especially important for immersive and dynamic audio. For instance, moving objects in channel-based audio can be represented by rendering audio to a set of channels, and using phantom panning to move them to other locations [5][6]. However, when speaker configurations do not match the original configuration, accurate spatialization is lost. 

Object audio systems can be a hybrid of traditional channel-based audio and audio objects [5] Diffuse, textural sounds such as scene ambience, crowd noise, and music can be delivered using [image: image6.png]56°, 2m

Egocentric Frame of Reference

Allocentric Frame of Reference
—




a traditional channel-based mix referred to as an “audio bed.” 
Object audio elements consist of a monaural audio track and metadata that includes parameters such as 3-dimensional position in the listening space, volume level, and object size. Metadata is sent frequently enough to enable dynamic object movement and spatialization. 

One key consideration in object audio is that the audio objects have a lifetime as well as other characteristics – this is important when considering a system to reproduce them. This is a fundamental difference from a channel-based audio system, where the configuration of the system is determined early in the process and changes slowly if at all.
An audio rendering engine in the playback device reads the associated metadata to map the audio track to headphones, or a speaker combination, appropriate to achieve the desired spatial effect. The object position is a coordinate in 3D space, which can be rendered.

Both channel and object-based audio are alternative methods for describing sound events. Channel-based audio expresses the audio scene in terms of loudspeakers in pre-determined (nominal) positions and characteristics. Object-based audio describes sound events in a way that is independent of loudspeaker configuration/layout and positions. The spatial accuracy, homogeneity and resolution possible with object-based audio enables new possibilities for the sound designer, mixer and director and enables the creation of ‘’immersive audio” for VR applications.

3.2 Immersive Audio
The term, “immersive audio” is often associated with audio creation and playback systems that leverage object-based and/or hybrid-channel/object audio representations. Moreover, the term refers to the extension of traditional surround sound reproduction to include higher (spatial) resolution and full 3D audio rendering in order to reproduce more realistic and natural auditory cues to the listener. This also includes advanced headphone playback or reproduction techniques commonly referred to as ‘binaural’ reproduction that can achieve a more natural or pleasing experience for a headphone listener.
3.3 Immersive Audio Production for VR
Mixing for VR today is achieved using a wide variety of approaches, with a wide variance in quality.  To be commercially successful, VR mixing technologies must enable new creative options while also integrating into existing high-quality workflows, without adding excess time (and cost) to the process. A hybrid model of channel- and object-based audio allows most sound design, editing, pre-mixing, and final mixing practices to be performed in the same manner as they are today (Figure 4). Object-based audio and metadata are recorded in the session in preparation for the pre- and final-mix stages.

Metadata generation is integrated into the console surface, allowing the individual fader channels, panning and audio processing to work with channels, channel groups (“stems”) as well as audio objects [1]. The metadata can be edited using either the console surface or via the workstation user interface, and the content is monitored using an external renderer. 

Plug-in applications for digital audio workstations supporting immersive audio creation, allow existing panning techniques to remain unchanged, whilst adding 3D audio mixing. An integrated ‘software-renderer’ plugin can be used to monitor object-based audio automation.
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Figure 4: Authoring Workflow, showing combination of Channels and Objects for theatrical or episodic production.

Specific tools implemented as plugins or natively supported in mixing console provide the mixers with the ability to author object-specific metadata (Figure 5a) [2].
          [image: image3.png]XIDOLBY ATMOS




                                        [image: image4.png]Laclool. Jo e M ] XIDOLBY.

00:00:00.0
X
X
X
O}
X

T ooy atmos
©)
@)
@)
©)
©)

AU AUTO Jocal
10/0[0/0/0]
10/0[0/0/0]
10/0/0/0/0]
10/0/0/0/0]
COEEE!





Figure 5: (a) Dolby Atmos Panner plugin UI for Protools™. This plugin allows mixers to specify spatial and rendering control metadata for objects. (b) The Dolby Atmos rendering and mastering unit monitoring application showing rendered speaker feeds and objects motion in the room-centric frame of reference
4 Metadata
4.1 Immersive Audio Metadata and Rendering
Immersive program metadata is metadata utilized for object-based audio rendering. This metadata is what enables building an immersive audio scene for VR that allows for translation and rotation using six degree of freedom.
4.2 Immersive Program Metadata
Immersive programming requires generating and delivering dynamic metadata to playback devices. For immersive programming, object position and rendering control metadata are essential for enabling the optimum set of experiences for VR. The following two sections provide an overview of these important metadata parameters and how they are utilized during the creative process.
4.2.1 Positional metadata and allocentric frame of reference
An important consideration for a spatial (immersive) audio description model supporting audio objects is the choice of the spatial frame of reference. This will be utilized by the core object-based audio rendering algorithm (in playback devices) to map the source audio objects to the renderer based on the positional metadata generated upstream in production.[3]
In some cases (e.g. psychoacoustic research) sound source locations in 3-dimensional space can be represented with an egocentric model, where the listening position is the point of origin and the sound location expressed relative to this point (e.g. using azimuth and elevation angles). If used for sound scene description, this suggests that preserving the relative direction of incidence of a particular sound at the listening point should be a primary objective of the audio rendering algorithm and therefore is generally associated with direction-based rendering algorithms (e.g. VBAP [4]).
However, in VR production sound mixers have the freedom to author spatial content considering that the listener is able to move freely in the audio scene. The ultimate goal is not to position the sound object consistently at the same direction for a single listening position, but to ensure that the perceived audio is consistent with the 3D position of the sound element (object) in the scene. The use of an allocentric frame of reference for sound source location ensures consistency between object- and channel-based audio elements because both the channels and objects are referenced to the listening environment. 

Object position is therefore preferably defined as a unit room where each object(s) 3-dimensional coordinates, (x,y,z) in [-1,1] x [-1,1] x [-1,1], correspond to the traditional balance controls found in mixing consoles (left/right, front/back and by extension to 3D bottom/top). 

Object audio renderers also include control over the perceived object size which provides mixers with the ability to create the impression of a spatially extended source which can be controlled within the same frame of reference. 

4.2.2 Object Audio Metadata for VR
This section provides an overview of the metadata parameters (and their application) essential for enabling VR immersive experiences.

Object-based audio consists of one or more audio signals individually described with metadata. Object-based audio can contain bed objects (similar to channel-based audio) with a fixed nominal playback position in 3-dimensional space, dynamic objects with explicit positional metadata that can change with time, and/or in an intermediate spatial format. Object-based audio is closely linked to auditory image position rather than presumed loudspeaker positions. The object audio metadata contains information used for rendering an audio object. The primary purpose of the object audio metadata is to:

· Describe the composition of the object-based audio program

· Deliver metadata describing how objects should be rendered

· Describe the properties of each object (for example, position, media classification, and so on)

Metadata critical to ensure proper rendering of objects and provide sufficient artistic control include:

· Object type / assignment

· Timing (timestamp)

· Object position

· Object width

· Head-tracked vs non-head-tracked
· Binaural render vs non-binaural render (for objects that should bypass the binaural renderer)
Object Type / Object Assignment - To properly render a set of objects, both the object type and object assignment of each object in the program must be known. 

For spatial objects, two object types have been defined for VR audio production.

· Bed objects - This is an object with positional metadata that does not change over time and is described by a predefined speaker position. The object assignment for bed objects describe the intended playback speaker (or virtual speaker for binaural playback), for example, Left (L), Right (R), Center (C) … Right Rear Surround (Rrs) … Left Top Middle (Ltm).

· Dynamic objects - A dynamic object is an object with metadata that may vary over time, for example, position.  

Timing (timestamp) - Object audio metadata can be thought of a series of metadata events at discrete times throughout a program. The timestamp indicates when a new metadata event takes effect. Each metadata event can have, for example, updates to the position, behavior, or zone metadata fields.
Object Position - The position of each dynamic object is specified using three-dimensional coordinates within a normalized, rectangular room. The position is required to render an object with a high degree of spatial accuracy.
Object Width - Object width specifies the amount of spread to be applied to an object. When applied, object width creates the impression of a spatially wide source as opposed to a point source.
Head-tracked – For VR applications, some audio objects may need to stay relative to the viewer’s head position, but still have a 3D position. For example, in a VR game, a radio speaker in the player’s helmet would have a fixed position relative that is constant regardless of the player’s direction.  Other objects would be fixed in the scene and would change based on changes to the player’s movements..

Binaural Render – Specifies whether the audio object shall be rendered binaurally or not. For example, a dialogue object may bypass the binaural renderer to avoid undesirable coloration added by the binauralization process.

4.2.3 Additional (Non-Essential) Object Metadata
Additional metadata critical to ensure proper rendering of objects and provide sufficient artistic control include:

· Object not active

· Object priority

Object Not Active - An object may not be “on” or active throughout the lifetime of a program. The object not active field indicates that the object’s audio essence is silent or should not be rendered.
The object not active field can be used by encoders, decoders, and renderers to reduce processing complexity for objects that are inactive. 

Object Priority - Each object has an associated ranking of importance, object priority. The priority is not an absolute ranking of objects but rather relative a normalized value. The higher the object priority value, the more important that object’s contribution to the content is.
The object priority field can be used by encoders, decoders, and renderers to reduce processing complexity, bit rate allocation, or rendering quality for objects with lower priority in constrained systems.  
5 Use Cases to be considered for audio enabling immersive and authentic VR experiences
The following use cases benefit from immersive and authentic audio in VR. 
1. Head tracking
A viewer enjoys a VR scene from a fixed point in the scene. He can freely turn and move his head to observe other details in the scene and may follow the actors by listening and watching. He likes to change is view to explore the details in the scene, looking around freely. At the same time the user wants to have an accurate binaural representation of the scene, so that he can follow the story without the necessity to (visually) search the virtual scene to find the main action. Accurate audio rendering supports the natural behavior of people to look around them, and then are able to quickly re-focus on a sudden event by ‘hearing’ accurately where it happens.
2. VR sound via AVR

The setup of this use case is identical to the previous head tracking use case. The difference here is that the video is consumed on a VR device, but the audio bit stream is cast to an AVR, instead of being rendered on headphones, and the AVR renders the audio to attached speakers. It is the same audio bit stream as in the previous use case, but sent to the AVR instead of being virtualized on headphones.
3. VR multicast to many VR receivers
The broadcaster VRTrix delivers a version of its new TV format BigSister as a 360° VR program to his viewers for consumption via VR equipment. The video and audio of the VR program is delivered via multicast to many viewers simultaneously. Each viewer is enabled to freely walk around the environment and watch the program from different positions in the room. The experience/sound of the scene adapts continuously as the viewer moves and always provides the viewer with an optimal experience, a personalized rendering of the audio scene, according to the individual viewer’s actual position in the scene.

4. No simulcast for broadcast and VR
The broadcaster GNN wants to transmit his gameshow “Panem et Circenses 2020” as a 360° VR program over a cellular network to its viewers for consumption via VR equipment, but at the same time also to its customers using a regular TV to view the program. Due to limited resources the broadcaster wants to broadcast just one and the same stream to traditional TV receivers and VR-enabled receivers. Audio rendering via the TV receiver follows the direction of the viewport provided. Audio rendering on the VR equipment follows the head-tracked position in the scene and viewing direction of the viewer.
The TVs would extract and only decode/display the main view from the stream following the main action (viewport). At the same time VR receivers would enable the full 360° view for customers that experience the program in VR.
5. Camera on Racing car (on board 360° camera)

The racing sports league FormulRVR mounts omnidirectional cameras on every car in a race, in order to allow spectators with VR equipment to follow the action from the camera’s viewpoint on top of the racing cars. As the racing cars drive at high speed they pass-by other slower cars and static objects along the racing track. The sounds emitted from objects along the track (e.g. the horns of an Ambulance, or the engine sound of another car which is picked up directly by a microphone next to its engine) are accurately rendered (incl. the Doppler effect) according to their position relative to the moving car.
6 Conclusions

Advancements in spatial audio content creation, distribution and delivery are now capable of bringing more lifelike, scalable and interactive audio experiences to consumers across a wide range of devices and applications, including VR.
Object based audio perfectly complements the visual experience of Virtual Reality and is key to leveraging the overall experience to become truly immersive. 
Object Audio:

· Natively enables complete movement along 6 degrees of freedom for the viewer in the virtual space, including translational movement.
· Allows for high spatial resolution due to objects rendered in a scene according to their positions, rather than in a mix.
· Has flexibility, extensibility and precision to enhance the overall VR experience significantly. 

Object Audio has already been proven to be viable and essential to improving immersive experiences in more traditional forms of entertainment like Cinema and Broadcast.
We strongly recommend that the Study Group considers Object Audio for immersive sound reproduction in VR. For the use cases mentioned in this document Object Audio is essential. 
We also strongly recommend an aim for compatibility with existing content creation and content emission workflows for immersive and virtualized audio. It should be a goal that is strongly considered in the assessment of techniques and technology for Virtual Reality.
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Figure � SEQ Figure \* ARABIC �3�: Object audio renderer inputs and outputs
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