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1	Summary
In this document we analyse the available complexity information for the AMR, AMR-WB and EVS codecs. 
From this analysis we see that the significant performance benefits, in terms of intelligibility/quality, error resilience, bandwidth efficiency of the EVS codec are provided with very modest increases in algorithmic complexity compared to EFR, AMR and AMR-WB.
Text for inclusion in the MCPTT TR 26.879 [2] is proposed.
2	On the Complexity of the EVS Codec
The complexity of the EVS codec is described in subclause 13.2 of TR 26.952 [1]. Tables 13.2a, 13.2c and 13.2d from [1], reproduced below as Tables 1, 2,and 3, provide a comparison of the mean of the per-audio-frame complexity for EVS and AMR-WB, analysed with a source file comprising 8.5 minutes of mixed speech and music. In the case of the decoders the complexity is measured in the presence of 30% frame erasures and the EVS operation is analysed by bandwidth and sample rate. 
Table 1: Highest values of the mean complexity for different sample rates and coded bandwidths
	Coded Bandwidth
	Sample Rate 
(kHz)
	Encoder Complexity
(WMOPS)
	Decoder Complexity
(WMOPS)
	Balanced
Combined Complexity
(WMOPS)
	Worst/Worst Combined Complexity
(WMOPS)

	NB
	8
	29.98
	15.40
	43.97
	45.38

	
	16
	31.52
	16.38
	47.35
	47.90

	
	32
	37.34
	19.37
	56.71
	56.71

	WB
	16
	38.25
	18.29
	51.38
	56.54

	
	32
	43.32
	22.88
	60.92
	66.20

	SWB
	32
	45.12
	22.67
	65.56
	67.80



Table 2: Highest values of the mean complexity for AMR-WB
	Coded Bandwidth
	Sample Rate 
(kHz)
	Encoder Complexity
(WMOPS)
	Decoder Complexity
(WMOPS)
	Balanced
Combined Complexity
(WMOPS)
	Worst/Worst Combined Complexity
(WMOPS)

	WB
	16
	32.30
	7.80
	38.73
	40.11



Table 3: Incremental mean complexity for EVS relative to AMR-WB
	Coded Bandwidth
	Sample Rate 
(kHz)
	Encoder Complexity
(WMOPS)
	Decoder Complexity
(WMOPS)
	Balanced
Combined Complexity
(WMOPS)
	Worst/Worst Combined Complexity
(WMOPS)

	NB
	8
	-7.18%
	+97.4%
	+13.5%
	+13.1%

	
	16
	-2.41%
	+110%
	+22.3%
	+19.4%

	
	32
	+15.6%
	+148%
	+46.4%
	+41.4%

	WB
	16
	+18.4%
	+134%
	+32.7%
	+41.0%

	
	32
	+34.1%
	+193%
	+57.3%
	+65.0%

	SWB
	32
	+39.8%
	+191%
	+69.3%
	+69.0%



From Table 3 it can be seen that under the same conditions, the EVS codec requires just 69% more processing on average to reproduce twice the audio bandwidth in a SWB capable UE than the AMR-WB codec providing just WB. It can also be seen that in a WB-only capable UE, the EVS codec requires just 41% more processing on average to provide the significantly enhanced WB quality for both speech and music signals and robustness to frame erasures described in subclause 5.1.1.3 (of [2]).
The worst-case observed complexity of EFR and AMR is given in [4] as 15.21 and 15.33 WMOPs respectively but both the bit-exact instruction weights and methodology have changed in arriving at the complexity figures for EVS and for AMR-WB above. Having said this though, if the complexity of the 3GPP Codecs, beginning with GSM EFR in 1995 [4 & 6], followed by AMR in 1999 [4], AMR-WB in 2001 [5] and EVS in 2015 [7] is plotted (see Figure 1) we see that the complexity follows a trend of approximately doubling every 9.3 years.
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	Figure 1: Complexity of 3GPP Codecs over time


Over the same 20 year period, Koomey’s Law [8] (an extension of Moore’s Law) for computing energy efficiency has delivered a huge reduction in the power consumption of semiconductors per WMOPs (roughly 1/6800 = 2-12.7) and battery technology advances have led to an approximate doubling of battery energy densities in Wh/kg [9] or Wh/l. Taken together these two trends would suggest that the battery weight [or volume] necessary to power the EVS codec in 2015 is roughly equivalent to 1/3000 of the battery weight [or volume] that was necessary to power the EFR codec in 1995. Even taking into account that these trends do not include all relevant factors, it is hard to reach any other conclusion than that the complexity of the EVS codec is readily implementable with today’s technology.

3	Text Recommendations
It is recommended that a new sub-clause 5.1.2 be added as follows and the other sub-clauses renumbered accordingly
5.1.2	Review of Codec Alternatives and their Relative Complexity
It is recommended that the text of Clause 2 of this contribution be included here along with reference [5]. 
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