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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.


1
Scope

The present document specifies a client for the IMS-based telepresence service supporting conversational speech, video and text transported over RTP. Telepresence is defined as a conference with interactive audio-visual communications experience between remote locations, where the users enjoy a strong sense of realism and presence between all participants (i.e., as if they are in same location) by optimizing a variety of attributes such as audio and video quality, eye contact, body language, spatial audio, coordinated environments and natural image size. A telepresence system is defined as a set of functions, devices and network elements which are able to capture, deliver, manage and render multiple high quality interactive audio and video signals in a telepresence conference. An appropriate number of devices (e.g. cameras, screens, loudspeakers, microphones, codecs) and environmental characteristics are used to establish telepresence. 

The media handling capabilities of a telepresence client (TP UE) are specified in the present document. A TP UE supports Multimedia Telephony Service for IMS (MTSI) UE media handling capabilities [2], but it also supports more advanced media handling capabilities. The media handling aspects of a TP UE within the scope of this specification include media codecs, media configuration and session control, data transport, audio/video parameters, and interworking with MTSI.
2
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· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
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3
Definitions, symbols and abbreviations

3.1
Definitions

Conference: An IP multimedia session with two or more participants. Each conference has a "conference focus". A conference can be uniquely identified by a user. Examples for a conference could be a Telepresence or a multimedia game, in which the conference focus is located in a game server.
IM session: An IP multimedia (IM) session is a set of multimedia senders and receivers and the data streams flowing from senders to receivers. IP multimedia sessions are supported by the IP multimedia CN Subsystem and are enabled by IP connectivity bearers (e.g. GPRS as a bearer). A user may invoke concurrent IP multimedia sessions.
Telepresence: A conference with interactive audio-visual communications experience between remote locations, where the users enjoy a strong sense of realism and presence between all participants by optimizing a variety of attributes such as audio and video quality, eye contact, body language, spatial audio, coordinated environments and natural image size.

Telepresence System: A set of functions, devices and network elements which are able to capture, deliver, manage and render multiple high quality interactive audio and video signals in a Telepresence conference. An appropriate number of devices (e.g. cameras, screens, loudspeakers, microphones, codecs) and environmental characteristics are used to establish Telepresence.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply:

NOTE:
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
AS
Application Server
AVC
Advanced Video Coding
BFCP
Binary Floor Control Protocol
CBP
Constrained Baseline Profile

CHP
Constrained High Profile

CLUE
ControLling mUltiple streams for tElepresence
DTLS
Datagram Transport Layer Security
FIR
Full Intra Request

HEVC
High Efficiency Video Coding

ICE
Interactivity Connectivity Establishment
IDR
Instantaneous Decoding Refresh

IRAP
Intra Random Access Point

MIME
Multipurpose Internet Mail Extensions

MRFC
Multimedia Resource Function Controller
MRFP
Multimedia Resource Function Processor
MTSI
Multimedia Telephony Service for IMS
PPS
Picture Parameter Set
RTP
Real-time Transport Protocol

SCTP
Stream Control Transmission Protocol
SDP
Session Description Protocol
SEI
Supplemental Enhancement Information

SPS
Sequence Parameter Set 

SSRC
Synchronization Source Identifier

TP
Telepresence

TP UE
TelePresence User Equipment
VPS
Video Parameter Set

XML
EXtensible Markup Language
4
System Description
4.1
Overview
The use cases and requirements on IMS-based telepresence are defined in TS 22.228 [3] to enable telepresence support in IMS applications. 
Enabling telepresence support involves updating and enhancing the existing IMS procedures for point-to-point calls as specified in 3GPP TS 24.229 [4] and for multiparty conferences as specified 3GPP TS 24.147 [5]. This has been addressed in 3GPP TS 24.103 [6], which incorporates IETF’s ControLling mUltiple streams for tElepresence (CLUE) framework [7]-[12] with the Session Initiation Protocol (SIP), Session Description Protocol (SDP) and Binary Floor Control Protocol (BFCP) to facilitate controlling multiple spatially related media streams in an IM session supporting telepresence.
In order to provide a "being there" experience for conversational audio and video telepresence sessions between remote locations, where the users enjoy a strong sense of realism and presence, capabilities and preferences need to be co-ordinated and negotiated between local and remote participants such as:
-
audio and video spatial composition information; e.g., spatial relationship of two or more objects (audio/video sources) in the same room to allow for accurate reproduction on the receiver side

-
capabilities of cameras, screens, microphones and loudspeakers, and their relative spatial relationships

-   meeting description, such as view information, language information, participant information, participant type, etc.
CLUE achieves media advertisement and configuration to facilitate controlling and negotiating multiple spatially related media streams in an IMS conference supporting telepresence, taking into account capability information, e.g., screen size, number of screens and cameras, codecs, etc., so that sending system, receiving system, or intermediate system can make decisions about transmitting, selecting, and rendering media streams. With the establishment of the CLUE data channel, the participants have consented to use the CLUE protocol mechanisms to determine the capabilities of the each of the endpoints with respect to multiple streams support, via the exchange of an XML-based data format. The exchange of CLUE messages of each participant's "advertisement" and "configure" is to achieve a common view of media components sent and received in the IM session supporting telepresence. 
TS 24.103 [6] specifies procedures to deal with multiple spatially related media streams according to the CLUE framework to support telepresence and to interwork with IM session as below:

1)
Initiation of telepresence using IMS, which includes an initial offer/answer exchange establishes a basic media session and a CLUE channel, CLUE exchanges to "advertisement" and "configure" media components used in the session, then followed by an SDP offer/answer in Re-INVITE request to complete the session establishment (see more for the general idea in draft-ietf-clue-framework [7]);

2)
Release or leaving of an IM session supporting telepresence, which needs remove the corresponding CLUE channel;
3)
Update of an ongoing IM session supporting telepresence, triggered by CLUE exchanges modifying existing CLUE information. For example: a new participant at an endpoint may require the establishment of a specific media stream;
4)
Presentation during an IM session supporting telepresence, which may also be initiated by the exchange of CLUE messages and possibly need an updated SDP offer/answer and activation of BFCP for floor control; and

5)
Interworking with normal IM session, this is to let the normal IMS users be able to join telepresence using IMS.
4.2

TP UE
A TP UE shall support functional components and user plane protocol stack of an MTSI client as specified in clause 4.2 of TS 26.114 [2].
In addition, a TP UE shall support the protocols required for the data transport channel for the exchange of CLUE messages. This data transport channel runs over DTLS/SCTP (Datagram Transport Layer Security / Stream Control Transmission Protocol) [13] negotiated via the initial SDP offer and answer, and usage of the SDP-based "SCTP over DTLS" data channel negotiation mechanism (see more in draft-ietf-mmusic-data-channel-sdpneg [14]) in order to open the CLUE data channel based on a SCTP stream in each direction. Therefore a TP UE shall support these protocols over the user plane, while the MTSI client protocol stack depicted Figure 4.3 of TS 26.114 currently lacks these capabilities. 
The non-media data conveyed over a data channel is handled by using SCTP encapsulated in DTLS. More information about how SCTP is used on the top of the DTLS protocol can be found in draft-ietf-tsvwg-sctp-dtls-encaps [15]. Furthermore, using DTLS over UDP in combination with Interactivity Connectivity Establishment (ICE) enables middle box traversal in IPv4 and IPv6 based networks. This data transport service operates in parallel to the RTP media transport, and all of them can be eventually share a single transport-layer port number.
The layering of protocols for data channel is shown in the following Figure 4.2.1.
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Figure 4.2.1: Protocol stack of data channel for TP UE
A TP UE offers a DTLS/SCTP association together with the media format indicating the use of a data channel in the first SDP offer or subsequent SDP offers. A TP UE can further open the data channel via the SDP-based "SCTP over DTLS" data channel negotiation mechanism to indicate specific non-conversational application (e.g. CLUE protocol) over it.
5
Media Codecs
5.1
Speech
The speech codec requirements for MTSI clients in terminals specified in TS 26.114 [2], clause 5.2.1, also apply for TP UEs. 

5.2
Video


TP clients in terminals offering video communication shall support:

· H.264 (AVC) [16] Constrained High Profile (CHP), Level 3.1

In addition, TP UEs should support:

· H.265 (HEVC) [17] Main Profile, Main Tier, Level 4.1

H.264 (AVC) CHP shall be used, without requirements on output timing conformance (annex C of [16]). Each sequence parameter set of H.264 (AVC) shall contain the vui_parameters syntax structure including the num_reorder_frames syntax element set equal to 0.

H.265 (HEVC) Main Profile shall be used with general_progressive_source_flag equal to 1, general_interlaced_source_flag equal to 0, general_non_packed_constraint_flag equal to 1, general_frame_only_constraint_flag equal to 1, and sps_max_num_reorder_pics[ i ] equal to 0 for all i in the range of 0 to sps_max_sub_layers_minus1, inclusive, without requirements on output timing conformance (annex C of [17]).

For both H.264 (AVC) and H.265 (HEVC), the decoder needs to know the Sequence Parameter Set (SPS) and the Picture Parameter Set (PPS) to be able to decode the received video packets. A compliant H.265 (HEVC) bitstream must include a Video Parameter Set (VPS), although the VPS may be ignored by the decoder in the context of the present specification. When H.264 (AVC) or H.265 (HEVC) is used it is recommended to transmit the parameter sets within the SDP description of a stream, using the relevant MIME/SDP parameters as defined in RFC6184 [18] for H.264 (AVC) and in [19] for H.265 (HEVC), respectively. Each media source (SSRC) shall transmit the currently used parameter sets at least once in the beginning of the RTP stream before being referenced by the encoded video data to ensure that the parameter sets are available when needed by the receiver. If the video encoding is changed during an ongoing session such that the previously used parameter set(s) are no longer sufficient then the new parameter sets shall be transmitted at least once in the RTP stream prior to being referenced by the encoded video data to ensure that the parameter sets are available when needed by the receiver.  When a specific version of a parameter set is sent in the RTP stream for the first time, it should be repeated at least 3 times in separate RTP packets with a single copy per RTP packet and with an interval not exceeding 0.5 seconds to reduce the impact of packet loss. A single copy of the currently active parameter sets shall also be part of the data sent in the RTP stream as a response to FIR. Moreover, it is recommended to avoid using a sequence or picture parameter set identifier value during the same session to signal two or more parameter sets of the same type having different values, such that if a parameter set identifier for a certain type is used more than once in either SDP description or RTP stream, or both, the identifier always indicates the same set of parameter values of that type.

The video decoder in a multimedia TP client in terminal shall either start decoding immediately when it receives data, even if the stream does not start with an IDR/IRAP access unit (IDR access unit for H.264, IRAP access unit for H.265) or alternatively no later than it receives the next IDR/IRAP access unit or the next recovery point SEI message, whichever is earlier in decoding order. The decoding process for a stream not starting with an IDR/IRAP access unit shall be the same as for a valid video bit stream. However, the TP client in terminal shall be aware that such a stream may contain references to pictures not available in the decoded picture buffer. The display behaviour of the TP client in terminal is out of scope of the present document.

A TP client in terminal offering H.264 (AVC) CHP support at a level higher than Level 3.1 shall support negotiation to use a lower Level as described in [18] and [20].

A TP client in terminal offering video support other than H.264 CHP Level 3.1 shall also offer H.264 CHP Level 3.1.

A TP UE client in terminal offering H.265 (HEVC) shall support negotiation to use a lower Level than the one in the offer, as described in [19] and [20].

To support interworking with MTSI clients, a TP UE shall offer H.264 CBP Level 1.2.

NOTE 1:
All levels are minimum requirements. Higher levels may be supported and used for negotiation.

NOTE 2:
TP clients in terminals may use full-frame freeze and full-frame freeze release SEI messages of H.264 (AVC) to control the display process. For H.265 (HEVC), MTSI clients may set the value of pic_output_flag in the slice segment headers to either 0 or 1 to control the display process.

NOTE 3:
An H.264 (AVC) encoder should code redundant slices only if it knows that the far-end decoder makes use of this feature (which is signalled with the redundant-pic-cap MIME/SDP parameter as specified in RFC 6184 [18]). H.264 (AVC) encoders should also pay attention to the potential implications on end‑to‑end delay. The redundant slice header is not supported in H.265 (HEVC).

NOTE 4:
If a codec is supported at a certain level, it implies that on the receiving side, the decoder is required to support the decoding of bitstreams up to the maximum capability of this level. On the sending side, the support of a particular level does not imply that the encoder will produce a bitstream up to the maximum capability of the level. This method can be used to set up an asymmetric video stream. For H.264 (AVC), another method is to use the SDP parameters ‘level-asymmetry-allowed’ and ‘max-recv-level’ that are defined in the H.264 payload format specification, [18]. For H.265 (HEVC) it is possible to use the SDP parameter ‘max-recv-level-id’ defined in the H.265 payload format specification, [19], to indicate a higher level in the receiving direction than in the sending direction. 
NOTE 5:
For H.264 (AVC) and H.265 (HEVC), respectively, multiple sequence and picture parameter sets can be defined, as long as they have unique parameter set identifiers, but only one sequence and picture parameter set can be active between two consecutive IDRs and IRAPs, respectively.
5.3
Real-time Text
The real-time text requirements for MTSI clients in terminals specified in TS 26.114 [2], clause 5.2.3, also apply for TP UEs. 

6
Media Configuration
The media configuration requirements for MTSI clients in terminals specified in TS 26.114 [2], clause 6, also apply for TP UEs.
Editor’s Note: Further requirements on media configuration aspects, e.g., on the use of the CLUE protocol, are to be specified.
7
Data Transport

7.1
Introduction

The data transport requirements for MTSI clients in terminals specified in TS 26.114 [2], clause 7, also apply for TP UEs.
Editor’s Note: Further requirements on data transport aspects with regards to the usage of RTP / RTCP protocols, e.g., the use of RTP multiplexing and mapping of RTP streams to CLUE media captures, are to be specified.
. 

7.2
RTP Payload Formats for TP UEs

8
Audio/Video Parameters

9
Interworking
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