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1 Introduction
This contribution proposes the use cases of video enhancements in 3GPP multi-stream multiparty video conferencing (MMVC). Both HEVC simulcast and SHVC solutions are introduced for the use case, and the metrics for comparison of the potential solutions for the use cases are presented.
It is proposed to include the use case, the corresponding solutions and metrics in this document into the next version of TR 26.948. 
2 The first MMVC Use case
The first MMVC use case considers video conferencing with multiple participating endpoints, e.g., special VC terminals, laptops, tablets and smartphones, with different decoding and render capabilities. The Multimedia Resource Function Processor (MRFP) as the conference focus makes connections between multiple video conferencing endpoints and receives video streams from each endpoint, and forwards a set of appropriate video streams to each endpoint.

The following assumptions are made for this use case:

1) It is assumed that there are two terminal classes, the high-end terminal devices that are capable of encoding/sending and decoding/receiving a high video resolution, e.g., 1080p@30fps, and the low-end terminal devices that are capable of encoding/sending and decoding/receiving a medium video resolution, e.g., 720p@30fps.

2) Each UE other than the current active speaker displays a full video of the current active speaker and a thumbnail video of other participants. The video resolution of the full video is the lower of the current active speaker's sending capability and this UE's receiving capability. The video resolution of each thumbnail video is of a low video solution, e.g., 240p@15fps.

3) The current active speaker UE displays a full video of the previous active speaker and a thumbnail video of other participants. The video resolution of the full video is the lower of the previous active speaker's sending capability and the active speaker UE's receiving capability.

Figure 1 shows an example of this use case. Four endpoints (A, B, C and D) are the participants in one video conference, where participants A and D are high-end devices, B and C and are low-end devices, A is the current active speaker, and B is the previous active speaker.
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Figure 1. The first MMVC use case

The signal flows are as follows:

· Participant A (the current active speaker) sends a high video resolution (as full video for participant D) and a medium video resolution (as full video for participants B and C) to the MRFP, and receives (via the MRFP) the medium resolution full video from participant B and the low resolution thumbnail videos from participants C and D.

· Participant B (the previous active speaker) sends a medium video resolution (as full video for participant A) and a low resolution thumbnail video (for participants C and D) to the MRFP, and receives (via the MRFP) the medium resolution full video from participant A and the low resolution thumbnail videos from participants C and D.

· Participant C sends a low resolution thumbnail video (for participants A, B and D) to the MRFP, and receives (via the MRFP) the medium resolution full video from participant A and the low resolution thumbnail videos from participants B and D.

· Participant D sends a low resolution thumbnail video (for participants A, B and C) to the MRFP, and receives (via the MRFP) the high resolution full video from participant A and the low resolution thumbnail videos from participants C and D.

The metrics for comparison of the potential solutions for this use case are:

1) Total uplink bitrate for each participant UE

2) Total downlink bitrate for each participant UE

3) Quality for participant UE

4) Decoding complexity for each participant UE

5) Encoding complexity for each participant UE

3 The Second MMVC Use Case
The second MMVC use case considers video conferencing with multiple participating endpoints with different access network bandwidths, e.g., as shown in Figure 2. Similarly as in the first MMVC use case, the MRFP makes connections between multiple video conferencing endpoints and receives video streams from each endpoint, and forwards a set of appropriate video streams to each endpoint.
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Figure 2. The second MMVC use case

The following assumption is made for this use case:

1) It is assumed that there are two access network classes, the fast connection that is capable of sending and receiving a high video resolution, e.g., 1080p@30fps, and the slow connection that is capable of sending and receiving a medium video resolution, e.g., 720p@30fps.

2) It is also assumed that the sending and decoding capabilities of each terminal's access network are within the terminal's encoding and decoding capabilities.

With these two assumptions, then the 2nd and 3rd assumptions of the first MMVC use case apply herein. With the same topology in Figure 2 as in Figure 1, the same signal flows as well as the metrics as described for the first MMVC use case also apply herein.

4 Solutions for the MMVC Use Case

The solutions from video coding point of view apply to both the above MMVC use cases in the same manner. Therefore, in the discussion of the solutions, no difference is made to which use case the solutions apply.
4.1 HEVC simulcast for MMVC

HEVC simulcast can be applied as a video coding solution to the MMVC use cases. In this solution, each full or thumbnail video as described in the signal flows is an independently coded HEVC single-layer bitstream.
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Figure 1. Use of HEVC simulcast in the MMVC use cases

Figure 3 shows the two independent HEVC single-layer bitstreams that are sent from participant A and received (through the MRFP) by other participants. Both bitstreams are sent to the MRFP, which forwards the high resolution bitstream to participant D and the medium resolution bitstream to participants B and C.

4.2 SHVC for MMVC

Another video coding solution for the MMVC use cases is to apply SHVC. Multiple spatial resolutions can be encoded into one SHVC bitstream. In this solution, for any participant, if both the high and medium resolutions need to be sent simultaneously (e.g., participant A), the participant UE encodes the two solutions into two layers of one SHVC bitstream and sends the bitstreams to the MRFP; otherwise each full or thumbnail video as described in the signal flows is an independently coded HEVC single-layer bitstream.
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Figure 1. Use of SHVC in the MMVC use cases

Figure 4 shows the two layers of the SHVC bitstream that are sent from participant A and received (through the MRFP) by other participants. Both layers of the bitstream are sent to the MRFP, which forwards the both layers to participant D but only the base layer to participants B and C.

5 Comparison of the Solutions

5.1 Uplink comparison
The uplink connection between UE A and MRFP includes one 1080p@30fps resolution video and one 720p@30fps resolution video. 

The uplink connection between UE B and MRFP includes one 720p@30fps resolution video and one 240p@15fps resolution video. Due to the resolution difference, UE B may deploy simulcast to transmit 720p@30fps and 240p@15fps video streams.
The uplink connection between UE C and MRFP includes one 240p@15fps video.

The uplink connection between UE D and MRFP includes one 240p@15fps video.

Table 1 and Table 2 show the uplink luma BD-rate comparison between HEVC simulcast and SHVC with different deltaQP. 
The simulation results is based on the test conditions specified in TR 26.948 for MMVC for IRAP alignment scenarios. The same test results are reported in TR26.948.
Table 1. Uplink BD-rate comparison (SHVC vs. Simulcast, BL720p/EL1080p, DeltaQP=0)
	
	A
	B
	C
	D

	Kimono 
	-21.5%
	0%
	0%
	0%

	ParkScene 
	-13.1%
	0%
	0%
	0%

	Cactus 
	-18.8%
	0%
	0%
	0%

	BasketballDrive 
	-24.2%
	0%
	0%
	0%

	BQTerrace 
	-8.5%
	0%
	0%
	0%

	Average saving
	-17.22%
	0%
	0%
	0%


Table 2. Uplink BD-rate comparison (SHVC vs. Simulcast, BL720p/EL1080p, DeltaQP=2)

	
	A
	B
	C
	D

	Kimono 
	-35.5%
	0%
	0%
	0%

	ParkScene 
	-22.7%
	0%
	0%
	0%

	Cactus 
	-29.7%
	0%
	0%
	0%

	BasketballDrive 
	-33.6%
	0%
	0%
	0%

	BQTerrace 
	-15.2%
	0%
	0%
	0%

	Average saving
	-27.34%
	0%
	0%
	0%


5.2 Downlink comparison

The downlink connection between UE A and MRFP includes one 720P@30fps single layer stream and two 240p@15fps single layer stream. 

The downlink connection between UE B and MRFP includes one 720P@30fps single layer stream and two 240p@15fps single layer streams.

The downlink connection between UE C and MRFP includes one 720P@30fps single layer stream and two 240p@15fps single layer streams.

For HEVC simulcast, the downlink connection between UE D and MRFP includes one 1080p@30fps single layer stream and two 240p@15fps single layer streams.

For SHVC, the downlink connection between UE D and MRFP includes one 1.5x spatial scalability SHVC stream (base layer 720p@30fps and enhancement layer 1080p@30fps) and two 240p@15fps single layer streams.

Table 3 and Table 4 show the downlink luma BD-rate comparison between HEVC simulcast and SHVC with different deltaQP. The simulation results is based on the test conditions specified in TR 26.948 for MMVC for IRAP alignment scenarios.
Table 3. Downlink BD-rate comparison (SHVC vs. Simulcast, deltaQP = 0)

	
	A
	B
	C
	D

	Kimono 
	0%
	0%
	0%
	25.1%

	ParkScene 
	0%
	0%
	0%
	31.4%

	Cactus 
	0%
	0%
	0%
	25.2%

	BasketballDrive 
	0%
	0%
	0%
	16.5%

	BQTerrace 
	0%
	0%
	0%
	21.1%

	Average cost
	0%
	0%
	0%
	23.86%


Table 4. Downlink BD-rate comparison (SHVC vs. Simulcast, deltaQP = 2)

	
	A
	B
	C
	D

	Kimono 
	0%
	0%
	0%
	14.6%

	ParkScene 
	0%
	0%
	0%
	33.2%

	Cactus 
	0%
	0%
	0%
	22.7%

	BasketballDrive 
	0%
	0%
	0%
	13.8%

	BQTerrace 
	0%
	0%
	0%
	33.4%

	Average cost
	0%
	0%
	0%
	23.54%


5.3 Decoding complexity comparison

The decoding complexity of UE A, B and C is the same for HEVC simulcast and SHVC since each UE decodes the same amount of single layer streams (one 720p@30fps and two 240p@15fps).

For simulcast, UE D decodes one 1080p@30fps video streams and two 240p@15fps single layer video streams; while for SHVC, UE D decodes one 1.5x spatial scalability SHVC stream and two 240p@15fps single layer video streams. The SHVC decoding complexity of UE D increases around 40% comparing to HEVC simulcast because the base layer video (720p@30fps) has to be decoded in order to output enhancement layer video (1080p@30fps).

5.4 Encoding complexity comparison

The encoding complexity of UE B, C and D is the same for HEVC simulcast and SHVC since each UE encodes the same amount of single layer streams.

For HEVC simulcast, UE A encodes one 1080p@30fps video streams and one 720p@30fps single layer video streams; while for SHVC, UE A encodes one 1.5x spatial scalability SHVC stream. Comparing to HEVC simulcast encoding complexity, the additional SHVC encoding complexity for UE A mainly depends on the implementation of up-sampling filter and inter-layer prediction, which is negligible as compared to other coding tools such as motion prediction.
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