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1 Introduction
The use cases described in 4.1, 4.5, 4.6, 4.7, and 4.8 in [1] require that the terminals in a conference decode, and sometimes encode, multiple media streams at the same time.  In Figure 1 (Figure 3 from [1]), which describes the use case in 4.1 of [1], each of the terminals receives a video stream from each of the other participants.  These multiple video streams are independently and concurrently decoded, then displayed as either thumbnails or full-sized video images.
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Figure 1 Transcoding-free Multi-stream Continuous Presence Example (Figure 3 from [1])
In Figure 2, which describes the use cases in 4.5, 4.6, 4.7, and 4.8 of [1], each of the terminals receives an audio stream from each of the other participants.  These multiple audio streams are independently and concurrently decoded then mixed together, preferably with some perceptual spatial-separation, before rendering the mixed stream to the listener.
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Figure 2. Multi-stream audio handling with audio routed to the rendering device and audio mixing performed at the UE.
For simplicity we refer to these scenarios as conferences with in-terminal mixing of media to differentiate them from the cases where there is a central Focus that performs mixing or switching of the multiple media streams before sending a single stream to each listener. 

All of these terminals have computational limits on the number of decoder/encoder instances that they can operate concurrently.  These limits must be taken into account by a conference initiator when setting up a conference with in-terminal mixing as described in the aforementioned use cases.

2 Concurrent Decoding
The use cases described in the previous section require that a UE concurrently decode multiple audio and/or video streams received from the other conference participants.  Each terminal has a computational limit to the number decoder instances it can operate concurrently.  This limits the number of participants that can be in a conference with the terminal, or requires that the terminal has the ability to prioritize decoding certain streams and ignore others.
Let, 
· MaxDec be the maximum number of decoders that can be run concurrently by the terminal
· N be the number of participants in the conference, including the conference initiator
If a terminal does not ignore any media streams it receives then we must have,
N <= MaxDec + 1

When sending an SDP Offer, the conference initiator should respect the above limitation when deciding how many callers to invite to the conference (i.e., N-1).
Furthermore, if each of the other terminals does not prioritize and ignore media streams it receives, each terminal must also be able to decode N-1 media streams.  Therefore the initiator must consider the following limitation:
N <= Min [MaxDec of each terminal] + 1
3 Concurrent Encoding
Conferences with in-terminal mixing can require that a UE concurrently encode multiple audio and/or video streams that are sent to the other participants.  This can happen when the initiator offers more than one type of codec for a media type and the other participants select to use different codecs.  
This is illustrated in Figure 3 below where terminal A has offered both EVS and AMR-WB in its SDP offers to terminals B and C.  Terminal C supports EVS and responds with an SDP answer selecting EVS while terminal B, which only supports up to AMR-WB, selected AMR-WB in its SDP Answer to terminal A. Terminals B and C also perform their own codec negotiation (e.g., set-up via the SIP REFER method from terminal A) in which they choose AMR-WB since terminal B does not support EVS. 
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Figure 3. Multi-stream audio handling with audio routed to the rendering device and audio mixing performed at the UE using different negotiated codecs.
As can be seen from Figure 3, Terminal A and Terminal C have to both encode their content in the EVS and AMR-WB formats concurrently.
Let, 

· MaxEnc be the maximum number of encoders that can be run concurrently by the terminal  

Then a terminal initiating a conference with in-terminal mixing should consider the following limit
Min [# of types of codecs in the SDP offer, (N-1)] <= MaxEnc  
Furthermore, as was seen in the previous example, the # of types of codecs must also be less than the MaxEnc of each terminal involved in the conference. Therefore the following limit should be followed:
Min [# of types of codecs in the SDP offer, (N-1)] <= Min [MaxEnc of each terminal]
4 Further Considerations in Concurrency
In a practical terminal implementation, the constraints described in sections 3 and 4 must take into account that:
· For a given media type, the different types of codecs have different computational complexity requirements.  For example, the EVS codec is more complex than the AMR-WB codec.  This requires that the conference initiator consider the following for each codec it includes in the SDP Offer:

Min [MaxEnc of each codec] and Min [MaxDec of each codec]
· A terminal performs both encoding and decoding.  If these processes run on the same processors then the MaxEnc and MaxDec will depend on how many instances of each operation (encode/decode) are running.  Conceptually, the limitation can be generalized as follows:
Complexity [operational encoders + operational decoders] <= Complexity Limit
· A terminal in a video conference performs both audio and video coding. If these processes run on the same processors then the MaxEnc and MaxDec will depend on how many instances of each operation for each media type are running.  Conceptually, the limitation can be generalized as follows: 

Complexity [operational audio codecs + operational video codecs] <= Complexity Limit
5 Prioritizing and Ignoring of Received Media Streams

A terminal can extend its ability to handle a conference with N users even if 

N > Min [MaxDec of each terminal] + 1
as long as the terminal and all the other terminals in the conference do not decode all of the media streams they receive. This requires that the terminals have a means for choosing which streams to prioritize and which ones to ignore.  
In the case of speech, this selection could be made based on which streams are not in DTX mode.  In most cases talkers will naturally floor control each other as it is difficult to listen to more than two speakers at the same time.  Therefore a terminal that can decode up to two or three concurrent audio streams could handle most audio conference configurations.  However, it should be noted that there will still be some operational complexity increase with increasing N as the terminal has to inspect the voice packets (at least for size) from the media streams to determine which are active.

It is also possible for the terminal to attempt to prioritize the media streams with the loudest volumes.  However, this requires decoding of the media from each stream to determine the loudest MaxDec streams.  The terminal could save some complexity if the sampling/selecting is not performed for every voice frame, e.g., periodically at longer intervals.
For video, it is not as simple to dynamically select which streams to prioritize and ignore as there are not the same concepts of DTX and volume.  Looking at other criteria such as the amount of movement will involve significant complexity.  Simpler criteria such as looking at the size of video packets might be used to get a very rough idea of motion/new information in particular video streams.  
Video has the additional challenge that most of the frames in the streams are differentially encoded wrt previous video frames in the stream.  If a media stream is ignored it cannot simply be decoded again until an independently-decodable (e.g., IDR) frame, or a frame whose reference frame has already been pre-stored, is received.
6 Conclusions

Conferences that have in-terminal mixing require that when sending the SDP Offer for a conference, the conference initiator must consider,

· Its computational constraints, i.e., the maximum number of concurrent encoders and decoders it can operate

· The computational constraints of the other conference participants, i.e., the maximum number of concurrent encoders and decoders each terminal can operate

7 Proposal
Extend the MMCMH Project Plan to discuss possible solutions for exchanging the concurrent codec capabilities of terminals as follows:
	Jul 6-10, 2015
	SA4#84
	Joint meeting with SQ SWG on quality aspects for speech (?)

Update permanent document, add remaining descriptions

Update draft CR

Send draft CR to CT1, CT3 and CT4 for coordination

	Aug 4, 2015

15:00-17:00 CEST

Host: TBD

Tdoc submission deadline July 23rd, 23:59
	MTSI telco
	Discussion on detailed solution description for speech

Discussion on floor control
Review proposals on solution for indicating concurrent codec capabilities
Update permanent document 

Update draft CR

	Aug 17-21, 2015 
	CT1#93

CT3#82

CT4#70
	

	Aug 24-28, 2015
	SA4#85
	Joint meeting with SQ SWG on quality aspects for speech (?)
Review and possible selection among proposals for indicating concurrent codec capabilities
Review possible response LS from CT WGs

Update permanent document 

Update draft CR
Send draft CR to CT1, CT3 and CT4 for coordination




	Sep 16-18, 2015
	3GPP/SA#69
	

	Sep 22, 2015

15:00-17:00 CEST

Host: TBD

Tdoc submission deadline July 23rd, 23:59
	MTSI telco
	Finalize selection of solution for indicating concurrent codec capabilities

Review possible response LS from CT WGs

Update permanent document 

Update draft CR



	October 26-30, 2015
	SA4#86
	Joint meeting with SQ SWG on quality aspects for speech (?)

Review possible response LS from CT WGs
Finalize solution for indicating concurrent codec capabilities
Update permanent document 

Prepare final CR

CR agreed

Send CR to SA for approval

	Dec 9-11, 2015
	3GPP/SA#70
	CR approved


8 References
[1] S4-AHM271 MMCMH Permanent Document v0.2.2
[2] S4-AHM270 MMCMH Project plan, v0.1.1[image: image4.png]





Page: 1/6


Page: 6/6

_1497097669.vsd
A


C


B


B’s media to A



B’s media to C



C’s media to B




_1497100227.vsd
A


C


B


B’s media to A
AMR-WB


B’s media to C
AMR-WB


C’s media to B
AMR-WB



