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1 Introduction
This contribution provides a complexity comparison of SHVC and HEVC simulcast, including the encoder/decoder architecture and coding tools.

The following are concluded from the analysis:

· SHVC codec architecture is high-level syntax changes only which is easy to implement by re-using the existing HEVC codec designs.
· The computational complexities of SHVC encoders and HEVC simulcast encoders are similar when generating a multiple layer bitstream or multiple simulcast bitstreams.
· HEVC simulcast decoder and SHVC base layer decoder complexity are identical when the output layer is base layer.
· SHVC decoder complexity is around 1.25x as that of HEVC single layer decoder for 2x spatial scalability when the output layer is the enhancement layer.
It is proposed to include the complexity analysis reported in this document into the next version of TR 26.948.
2 HEVC simulcast encoder and decoder
HEVC is a block-based hybrid coding architecture, combining inter and intra prediction and transform coding with high-efficiency entropy coding. HEVC employs a quad-tree coding block partitioning structure based on a coding tree unit (CTU) instead of a macroblock, which enables a flexible use of large and small coding, prediction, and transform blocks. HEVC also allows for improved intra prediction and coding, adaptive motion parameter prediction and coding, a new loop filter and an enhanced version of context-adaptive binary arithmetic coding (CABAC) entropy coding. New high level structures, such as tiles or wavefront parallel processing (WPP), have also been designed to aid parallel processing. Figure 1 shows a general block diagram of HEVC encoders.
Figure 2 illustrates a block diagram of HEVC decoders that corresponds to the encoder diagram in Figure 1. The video bitstream is parsed and entropy decoded first, the coding mode and associated prediction information are passed to either intra prediction or motion compensated prediction to form the prediction block. The residual transform coefficients are then inverse quantized and inverse transformed to reconstruct the residual block. The prediction block and the reconstructed residual block are then added together to form the reconstructed block. The reconstructed block may further go through in-loop filtering before being stored into the reference picture buffer and used to predict future video blocks.

The total amount of memory required for HEVC decoding can be expected to be similar to that for H.264/AVC decoding, and most of the memory is required for the decoded picture buffer that holds multiple pictures. HEVC may require more cache memory due to larger block sizes that it supports. The complexity of some key modules such as transforms, intra prediction and motion compensation is likely higher in HEVC than in H.264/AVC, and the complexity was reduced in other modules such as entropy coding and deblocking. The implementation cost of an HEVC decoder is not expected to be much higher than that of an H.264/AVC decoder even with additional in-loop filter such as sample adaptive offset (SAO). From an encoder prospective, due to the flexibility of quad-tree structures and many more intra prediction modes, an encoder fully exploiting the capabilities of HEVC can be expected to be several times more complex than an H264/AVC encoder. It was reported that real-time software decoding and display of a variety of 1080p sequences was feasible on a smartphone featuring an ARMv7 processor clocked at 1.3GHz with 30fps at 2Mbps back in 2012.
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Figure 1. Generic diagram of HEVC encoders
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Figure 2. Generic diagram of HEVC decoders
For HEVC simulcast, each single layer video sequence is encoded by an HEVC encoder and decoded by an HEVC decode without any dependency. Figure 3 illustrates an HEVC simulcast example with two spatial resolutions, the high resolution video content is encoded by a single HEVC encoder and the generated video bitstream is streamed to the devices with high capabilities or sufficient network bandwidth. The down-sampled low resolution video content is encoded by another HEVC encoder, and the generated video bitstream is streamed to the devices with low capabilities or low network bandwidth. The decoded picture buffer (DPB) stores multiple reconstructed pictures as reference for the motion estimation and compensation.
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Figure 3. HEVC simulcast example

3 SHVC encoder and decoder
SHVC is the scalability extension to HEVC that enables spatial scalability, SNR scalability, bit depth scalability and color gamut scalability. The SHVC design uses a multi-loop coding framework, such that in order to decode an enhancement layer, its reference layers have to first be fully decoded to make them available as prediction references. The coding tools of SHVC are limited to changes at the slice level and above for ease of implementation, especially the possibility to re-use existing HEVC implementations.
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Figure 4. 2 layer spatial scalability SHVC encoder diagram

Figure 4 shows a two-layer spatial scalability SHVC encoder architecture consisting of a base layer (BL) encoder and an enhancement layer (EL) encoder. The base layer encoder is identical to a single HEVC encoder. The up-sampling module is used to map reconstructed sample values from the base layer to the higher-resolution sampling grid of the enhancement layer. This allows the use of the reconstructed base layer sample values for enhancement layer prediction.
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Figure 5. 2 layer spatial scalability SHVC decoder diagram

Figure 5 shows a two layer spatial scalability SHVC decoder architecture consisting of a base layer (BL) decoder and an enhancement layer (EL) decoder. The base layer decoder is identical to a single HEVC decoder. The reconstructed picture from the base layer is then up-sampled and put into the EL DPB
 as a long term reference picture and used along with the EL temporal reference pictures for enhancement layer decoding.

Furthermore, the base layer codec in Figure 1 and Figure 2 can be operated as a black box because SHVC EL codec only needs the reconstructed BL pictures. This makes it easier to support different codecs for the base layer, which is also referred to as hybrid codec scalability. Such feature allows previous generation codecs to be used in the BL for backward compatibility, and the more efficient HEVC codec is used in the EL to improve coding performance.

3.1 Upsampling filter

In SHVC, the upsampling filter is defined as an 8-tap filter for luma resampling, and a 4-tap filter for chroma resampling. The basic design enables the use of arbitrary upsampling ratios, in which filters for all 16 phase positions would be necessary. Table 1 shows the filter coefficients of 8-tap luma resampling filters and Table 2 shows the filter coefficients of the 4-tap chroma resampling filters. In HEVC, the luma and chroma sample interpolation for fractional sample positions use the similar type of filters with the same number of taps.
Table 1. 16-phase luma resampling filter
	phase p
	interpolation filter coefficients

	
	fL[ p, 0 ]
	fL[ p, 1 ]
	fL[ p, 2 ]
	fL[ p, 3 ]
	fL[ p, 4 ]
	fL[ p, 5 ]
	fL[ p, 6 ]
	fL[ p, 7 ]

	0
	0
	0
	0
	64
	0
	0
	0
	0

	1
	0
	1
	−3
	63
	4
	−2
	1
	0

	2
	−1
	2
	−5
	62
	8
	−3
	1
	0

	3
	−1
	3
	−8
	60
	13
	−4
	1
	0

	4
	−1
	4
	−10
	58
	17
	−5
	1
	0

	5
	−1
	4
	−11
	52
	26
	−8
	3
	−1

	6
	−1
	3
	−9
	47
	31
	−10
	4
	−1

	7
	−1
	4
	−11
	45
	34
	−10
	4
	−1

	8
	−1
	4
	−11
	40
	40
	−11
	4
	−1

	9
	−1
	4
	−10
	34
	45
	−11
	4
	−1

	10
	−1
	4
	−10
	31
	47
	−9
	3
	−1

	11
	−1
	3
	−8
	26
	52
	−11
	4
	−1

	12
	0
	1
	−5
	17
	58
	−10
	4
	−1

	13
	0
	1
	−4
	13
	60
	−8
	3
	−1

	14
	0
	1
	−3
	8
	62
	−5
	2
	−1

	15
	0
	1
	−2
	4
	63
	−3
	1
	0


Table 2. 16-phase chroma resampling filter

	phase p
	interpolation filter coefficients

	
	fC[ p, 0 ]
	fC[ p, 1 ]
	fC[ p, 2 ]
	fC[ p, 3 ]

	0
	0
	64
	0
	0

	1
	−2
	62
	4
	0

	2
	−2
	58
	10
	−2

	3
	−4
	56
	14
	−2

	4
	−4
	54
	16
	−2

	5
	−6
	52
	20
	−2

	6
	−6
	46
	28
	−4

	7
	−4
	42
	30
	−4

	8
	−4
	36
	36
	−4

	9
	−4
	30
	42
	−4

	10
	−4
	28
	46
	−6

	11
	−2
	20
	52
	−6

	12
	−2
	16
	54
	−4

	13
	−2
	14
	56
	−4

	14
	−2
	10
	58
	−2

	15
	0
	4
	62
	−2


3.2 Inter-layer texture prediction

The upsampling process above enables the projection of reference layer reconstructed samples to the enhancement layer resolution. SHVC requires an EL decoder to insert the up-sampled reference layer picture into the EL DPB as inter-layer reference picture (ILP) for texture prediction. The ILP is signaled in reference picture list (RPL) for reference in the same manner as usually in inter prediction.
The process for constructing the RPL at the decoder is relatively straightforward. First, an initial RPL is constructed in the same way as in HEVC version 1, the short-term reference pictures and long-term reference pictures identified in the bitstream are added to the RPL, and the upsampled base layer picture is inserted after the short-term reference pictures that have smaller values of picture order counts than the current picture and is marked as a long term reference picture. Again, this is consistent with the HEVC except that the initial RPL contain the upsampled base layer picture and any additional reference layer pictures when present.

Such reference index signaling based approach improves the coding flexibility and efficiency since the enhancement layer encoder can signal a prediction from either temporal reference picture, or base layer upsampled reference picture, or both with weighted prediction. To limit memory bandwidth and complexity, SHVC specifies a bitstream restriction that the motion vector must be zero when referencing the upsampled reference layer samples. This simplifies the codec design, especially for implementations that might perform the up-sampling on the fly as part of prediction process, rather than upsampling whole reference pictures in advance.
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Figure 6. SHVC inter-layer texture prediction

3.3 Inter-layer motion prediction
SHVC uses the reference layer motion information when coding EL motion vectors (MVs) by making use of the existing temporal motion vector prediction (TMVP) process of HEVC version 1.
In HEVC, TMVP is used to predict motion information for a current block from a co-located block in the reference picture (Figure 7). The motion information consists of inter prediction mode, reference indices, luma MVs and reference picture order counts (POCs) of the co-located block. The motion information is compressed and stored on a 16x16 luma lock basis which reduces the worst-case memory size and bandwidth requirements for storing the reference layer motion information.
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Figure 7. HEVC TMVP

SHVC inter-layer motion prediction maps BL’s motion information to EL’s resolution and the mapped motion information is also stored in units of 16x16 luma samples. Once the EL co-located position is determined and the corresponding motion information from the co-located BL block is available, a scaling operation is applied to those BL motion vectors to account for the upsampling ratio. The scaled BL motion information is then used as reference to predict the EL’s motion information as shown in Figure 8. The inter-layer motion prediction provides a means to leverage a significant amount of reference layer information without changing the block level design of an HEVC codec. When the base layer is using a previous generation codec such as H264/AVC or MPEG2, the inter-layer motion prediction is disabled since the BL motion information may not be available.
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4 Conclusion

SHVC adopts a multi-loop design framework with only high-level syntax changes relative to its base codec. Such design would ease SHVC implementation and allow re-using existing HEVC implementations. The SHVC coding modules such as up-sampling filter, inter-layer texture prediction and inter-layer motion prediction leverage a significant amount of reference layer information without changing the block level design of an HEVC codec.
The computational complexity and memory access would be similar between HEVC simulcast and SHVC from the encoder perspective. Multiple layer HEVC simulcast bitstreams or multiple layer SHVC bitstreams would be generated to support multiparty video conferencing, and the complexity of each layer’s HEVC encoder or SHVC encoder would be similar based on the previous technical complexity analysis.

From the decoder perspective, the decoding complexity of the base layer would be exactly the same between HEVC simulcast decoder (of the lowest resolution) and SHVC base layer decoder. When decoding the high resolution layer, SHVC base layer decoder and enhancement layer decoder are both needed in order to output enhancement layer pictures, the extra computational complexity of SHVC decoder comparing to HEVC single layer decoder is determined by the base layer decoder complexity. For 2x spatial scalability, SHVC decoder complexity is estimated to be around 1.25x comparing to HEVC single layer decoder when the enhancement layer is the output layer.
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�	In the SHVC spec, the up-sampled reference layer picture is not specified as being stored in the DPB. Decoders that would store an entire up-sampled reference layer picture can store it in a memory buffer that is conceptually not considered as part of the DPB.
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