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Scope
The scope of this document is to provide content authoring and client implementation requirements, recommendations and guidelines when using MPEG-DASH and DASH-IF Interoperability Points for distributing live services. 
Disclaimer
The version 0.5 of the document is intended for internal review. Comments are expected to be submitted latest by August 8, 2014 here:
· https://github.com/Dash-Industry-Forum/Live/issues or
· dashif+iop@groupspaces.com with a subject tag [Live TF]
This is a document made available by DASH-IF.  The technology embodied in this document may be covered under patents, including patents owned by such companies. No patent license, either implied or express, is granted to you by this document. This draft specification is provided on an as-is basis without any warranty whatsoever.
In addition, this document may include references to documents and/or technologies controlled by third parties.  Those documents and technologies may be subject to third party rules and licensing terms.  No intellectual property license, either implied or ex-press, to any third party material is granted to you by this document or DASH-IF.  DASH-IF makes no any warranty whatsoever for such third party material. 
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[bookmark: _Toc267721320]Introduction
Live distribution of content over the Internet results in opportunities and challenges. Especially when replicating typical linear TV services for over-the-top distribution, and providing a massively scalable distribution, is challenging. MPEG-DASH [1] as well as DASH-IF IOP [2] provides several tools to support live services. This document introduces and classifies the provided tools in the context of deployment use cases and operational experiences. It primarily provides requirements and recommendations for both, content authoring as well as client implementations. 
For this purpose, this document defines two interoperability points for different service configurations and client implementations. Note: Whereas the interoperability points in DASH-IF IOP [2] provide basic format requirements, the IOPs in this document address operational aspects for DASH-based live services.
The following interoperability points are defined in this document:
	Interoperability Point
	Identifier
	Edition
	Version
	Section

	DASH-IF Live Service Legacy
	http://dashif.org/guidelines/live-service-legacy
	2012
	DASH-IF 1.0
	

	DASH-IF Live Service Main
	http://dashif.org/guidelines/live-service-main
	2014
	DASH-IF 3.0
	


The main features and differences of these two modes are provided in the following table:
	Feature
	Legacy
	Main

	Support of MPD@type
	static, dynamic
	static, dynamic

	MPD updates
	yes
	yes

	MPD updated triggered
	by MPD attribute minimum update period
	by Inband Event messages in the segments.

	URL generation
	based on MPD
	based on MPD and segment information

	Timeline gaps
	based on MPD and for entire content
	may be signalled individually for each Representation

	Segments starts with 
	closed GOP
	closed GOP


[bookmark: _Toc267721321]Live Services - Use Cases and Architecture
[bookmark: _Ref254532868][bookmark: _Toc267721322]Baseline Use cases
[bookmark: _Toc267721323]Use Case 1: Live Content Offered as On-Demand
In this case content that was distributed as live is offered in a separate Media Presentation as On-Demand Content.
[bookmark: _Toc267721324]Use Case 2: Scheduled Service with known duration and Operating at live edge
In this case a service started a few minutes ago and lasts 30 minutes. The duration is known exactly and also all segment URLs are known. The timeshift buffer is short. This may for example be a live service for which the service provider wants to ensure that only a small window is accessible. The content is typically be pre-canned, but offered in a scheduled manner.
[bookmark: _Toc267721325]Use Case 3: Scheduled Service with known duration and Operating at live edge and time shift buffer
In this case a service started a few minutes ago and lasts 30 minutes. The duration is known exactly and also all segment URLs are known. The timeshift buffer is long. This may for example be a service for which the service provider wants to ensure that the content is made available in a scheduled manner, e.g. no client can access the content earlier than scheduled by the content provider. However, after the live edge is completed, the content is available for 24h. The content is typically pre-canned.
[bookmark: _Toc267721326]Use Case 4: Scheduled Live Service known duration, but unknown Segment URLs
In this case a live service started a few minutes ago and lasts 30 minutes. The duration is known exactly but the segment URLs are unknown, as for example some advertisement may be added on the fly. Otherwise this service is similar to use case 3.
[bookmark: _Toc267721327]Use Case 5: 24/7 Live Service
In this case a live service started that may have started a long time ago is made available. Ad breaks and operational updates may be done with a 30sec pre-warning. The duration is unknown and also the segment URLs, the exact set of provided media components (different language tracks, subtitles, etc.) are unknown, as for example some advertisement may be added on the fly. Otherwise this service is similar to use case 3.
[bookmark: _Toc267721328]Use Case 6: Approximate Media Presentation Duration Known
In this case a live service starts at a specific time. The duration is known approximately and also all segment URLs are known for the approximate duration. Towards the end of the Media Presentation, the Media Presentation duration may be extended or may be finally determined by providing an update of the MPD.

[bookmark: _Toc267721329]Baseline Architecture for DASH-based Live Service
[image: ]
[bookmark: _Ref254015632][bookmark: _Toc267661797]Figure 1 Typical Deployment Scenario for DASH-based live services
The figure depicts a redundant set-up for Live DASH with unicast. Function redundancy is added to mitigate the impact of function failures. The redundant functions are typically connected to multiple downstream functions to mitigate link failure impacts.  
An MPEG2-TS stream is used often as feed into the encoder chain. The multi-bitrate encoder produces the required number of Representations for each media component and offers those in one Adaptation Set. In the context of this document is assumed that content is offered in the ISO BMFF live profile with the constraints documented in DASH-IF IOP [2]. The encoder typically locks to the system clock from the MPEG2-TS stream. The encoder forwards the content to the segmenter, which produces the actual DASH segments and handles MPD generation and updates. Content Delivery Network (CDN) technologies are typically used to replicate the content to multiple edge servers. Note: the CDN may include additional caching hierarchy layers, which are not depicted here.
Clients fetch the content from edge servers using HTTP (green connection) according to the MPEG-DASH and DASH-IF IOP specification. Different protocols and delivery formats may be used within the CDN to carry the DASH segments from the segmenter to the Edge Server. For instance, the edge server may use HTTP to check with its parent server when a segment is not (yet) in the local cache. Or, segments may be pushed using IP Multicast from the origin server to relevant edge servers. Other realizations are possible, but are outside of the normative scope of this document.
In some deployments, the live service is augmented with ad insertion. In this case, content may not be generated continuously, but may be interrupted by ads. Ads itself may be personalized, targeted or regionalized. For details on ad insertion in live services, refer to section 12.
[bookmark: _Toc267721330]Distribution over Multicast 
This section describes a baseline architecture for DASH Live Services for broadcast distribution. The intention of the baseline architecture is in particular to identify robustness and failure issue and give guidance on procedures to recover.
[image: ]	Comment by TL (upd): The Green Line indicate HTTP retrieval of segments. Fig 1 does not show HTTP between the Segmenter and the Origin Server.

[bookmark: _Ref255534062][bookmark: _Toc267661798]Figure 2 Typical Deployment Scenario for DASH-based live services partially offered through MBMS (unidirectional FLUTE distribution)
The same content authoring and DASH server solution as shown in Figure 1 are considered in this baseline architecture. The DASH Segmenter (cf.  Fig .1) provides DASH segments of typically one quality representation into the BM-SC, which sends the segments using MBMS Download (as sequence of files using IETF FLUTE protocol) to the MBMS User Equipment (UE). The MBMS UE includes the needed MBMS download delivery client functions to recover the media segments from the FLUTE reception. The MBMS UE makes the segments through a local HTTP Cache function available to the DASH client. The DASH client uses HTTP (green line) to retrieve the segments from the device local cache. 
In case the MBMS reception is not possible for that Video Session, the DASH client can use unicast HTTP to acquire the stream (according to previous section). 
Note, the objective of the client architecture realization here is on using a generic DASH client for unicast and broadcast. More customized implementations are possible.
[bookmark: _Toc267721331]Typical Problems in Live Distribution
[bookmark: _Toc267721332]Introduction
Based on the deployment architectures in Figure 1 and Figure 2 a few typical problems in DASH-based ABR distribution are explained. 
[bookmark: _Toc267721333]Client Server Synchronization Issues
In order to access the DASH segments at the proper time as announced by the segment availability times in the MPD, client and server need to operate in the same time source, in general a globally accurate wall-clock, for example provided by NTP or GPS. There are different reasons why the DASH client and the media generation source may not have identical time source, such as
· DASH client is off because it does not have any protocol access to accurate timing. This may for example be the case for DASH clients that are running in the browser or on top of a general-purpose HTTP stack.
· DASH client clock drifts against the system clock and the DASH client is not synchronizing frequently enough against the time-source.
· The segmenter synchronized against a different time source than DASH client.
· There may be unknown delay on the ingest to the server/cache whether the segment is accessible. This is specifically relevant if MBMS is used as the contribution link resulting in transport delay.
· It may also be that the MPD provides the availability times at the segmenter, but the actual availability should be the one on the origin server. 
· There may be a delay from segmenter to the origin server which is known by edge/origin, but there may not be sufficient ways to signal this delay.
[bookmark: _Toc267721334]Synchronization Loss of Segmenter 
The segmenter as depicted in Figure 1 may loose synchronization against the input timeline for reasons such as power-outage, cord cuts, CRC losses in the incoming signals, etc. In this case:
· Loss of synchronization may result that the amount of lost media data cannot be predicted which makes the generation of continuous segments difficult. 
· The Segmenter cannot predict and correct the segment timeline based on media presentation timestamps, since the presentation timeline may contain a discontinuity due to the synchronization loss
· a loss of sync (e.g. CRC failure on the input stream)
· a power glitch on the source
· someone pulling a cable
· There are cases where no media segments are available, but the MPD author knows this and just wants to communicate this to the receiver.
[bookmark: _Toc267721335]Encoder Clock Drift
In certain cases, the MBR encoder is slaved to the incoming MPEG-2 TS, i.e. it reuses the media time stamps also for the ISO BMFF.
· What may occur that the encoder clock drifts between the sender and the receivers (longer term issue) , e.g. due to encoder clock tolerance
· Example: Encoder produces frame every 39.97ms instead of 40ms
· Tolerance in MPEG-2 TS: 1 frame every 18 minutes
· This may create issues in particular when an existing stream like for satellite is transcoded and segmented into DASH representations. 
· Annex A.8 of ISO 23009-1 handles drift control of the media timeline, but the impact on the segment availability time (i.e. MPD updates) is not considered or suggested. 
· In particular when the segment fetching engine of the client is only working with the segment availability timeline (so is not parsing the presentation timeline out of the segments), the segment fetching engine will not fetch the segments with the correct interval, leading to buffer underruns or increased e2e delay.
· There is practical evidence that this is a problem in actual deployments, may result in drifts of minutes over hours.
[bookmark: _Toc267721336]Segment Unavailability
When a server cannot serve a requested segment it gives an HTTP 404 response. If the segment URL is calculated according to the information given in the MPD, the client can often interpret the 404 response as a possible synchronization issue, i.e. its time is not synchronized to the time offered in the MPD.
In the MBMS case, a 404 response is also likely to be caused by non-reparable transport errors. This is even more likely if it has been possible to fetch segments according to the MPD information earlier. Although the client M/W, which is normally located in the same device as the DASH player, knows what segments have been delivered via broadcast and which ones are missing in a sequence, it cannot indicate this to the DASH client using standard HTTP responses to requests for media segments.
[bookmark: _Toc267721337]Swapping across Redundant Tools
In case of failures, redundant tools kick in. If the state is not fully maintained across redundant tools, the service may not be perceived continuous by DASH client. Problems that may happen at the encoder, that redundant encoders do not share the same timeline or the timeline is interrupted. Depending on the swap strategy ("hot" or "warm"), the interruptions are more or less obvious to the client. Similar issues may happen if segmenters fail, for example the state for segment numbering is lost.
[bookmark: _Toc267721338]CDN Issues
Typical CDN operational issues are the following:
· Cache Poisoning – at times segment generation may be erroneous. The encoder can produce a corrupt segment, or the segment can become corrupted during upload to origin. This can happen for example if encoder connectivity fails in mid segment upload, leading to a malformed segment (with the correct name) being sent to edge and caching servers. The CDN then caches this corrupt segment and continues to deliver it to fulfill future requests, leading to widespread client failures. 
· Cache inconsistency – with a dual origin scheme, identically named segments can be produced with slight differences in media time, due to clock drift or other encoder issues. These segments are then cached by CDNs and used to respond to client requests. If segments from one encoder are mixed with segments of another, it can lead to discontinuous playback experiences on the clients.
[bookmark: _Ref255221528][bookmark: _Toc267721339]High End-to-end Latency
End-to-end latency (also known as hand-waving latency) is defined as the accumulated delay between an action occurring in front of the camera and that action being visible in a buffered player. It is the sum of 
1. Encoder delay in generating a segment.
2. Segment upload time to origin server from the encoder.
3. Edge server segment retrieval time from origin
4. Segment retrieval time by the player from the edge server
5. The distance back from the live point at which the player chooses to start playback. 
6. Buffering time on the player before playback commences. 
In steps 1 through 4, assuming non-chunked HTTP transfer, the delay is a linear function of the segment duration. Overly conservative player buffering can also introduce unnecessary delay, as can choosing a starting point behind the live point. Generally the further behind live the player chooses to play, the more stable the delivery system is, which leads to antagonistic demands on any production system of low latency and stability. 
[bookmark: _Toc267721340]Buffer Management & Bandwidth Estimation 
The main user experience degradations in video streaming are rebuffering events. At the same time, user experience is influenced by the quality of the video (typically determined by the bitrate) as well as at least for certain cases on the end-to-end latency (see sub-section 2.4.8. In order to request the access bitrate, the client does a bandwidth estimation typically based on the history and based on this and the buffer level in the client it decides to maintain or switch Representations.
In order to compensate bandwidth variations, the client buffers some media data prior to play-out. More time buffer results less buffer under runs and less rebuffering, but increases end-to-end latency. In order to maximize the buffer in the client and minimize the end-to-end latency the DASH client would like to request the media segment as close as possible to its actual segment availability start time. However, this may cause issues in the playout as the in case of bitrate variations, the buffer may drain quickly and result in playout starvation and rebuffering. 
[bookmark: _Toc267721341]Start-up Delay and Synchronization Audio/Video
At the start-up and joining, it is relevant that the media playout is initiated, but that the delay at start is reasonable and that the presentation is enabled such that audio and video are presented synchronously. As audio and video Representations typically are offered in different sampling rates, and segments of audio and video are not aligned at segment boundaries. Hence, for proper presentation at startup, it is necessary that the DASH client schedules the presentation at the presentation time aligned to the over media presentation timeline.
[bookmark: _Toc267721342]Advanced Use Cases
[bookmark: _Toc267721343]Introduction
Considering the above issues a few advanced use cases are considered.
[bookmark: _Toc267721344]Use Case 7: Live Service with undetermined end
In this case a live service started that may have started a long time ago is made available. The MPD update may be done with a 30sec pre-warning. The duration is unknown exactly but the segment URLs are unknown, as for example some advertisement may be added on the fly. Otherwise this service is similar to use case 3.
[bookmark: _Toc267721345]Use Case 8: 24/7 Live Service with canned advertisement
In this case a live service started that may have started a long time ago is made available. The MPD update may be done with a 30sec pre-warning. The duration is unknown exactly but the segment URLs are unknown, as for example some advertisement may be added on the fly. The advertisement itself is not a dynamic service, but available on a server as a pre-canned advertisement.
[bookmark: _Toc267721346]Use case 9: 24x7 live broadcast with media time discontinuities 
In other use cases, the content provider splices content such as programs and ads with independent media timelines at the content provider.
[bookmark: _Toc267721347]Use case 10: 24x7 live broadcast with Segment discontinuities 
Based on the discussions above, interruptions in encoding, etc., but presentation and media timelines resume after loss of some segments.
[bookmark: _Ref262477003][bookmark: _Toc267721348]Overview Dynamic and Live Media Presentations 
DASH Media Presentations with MPD@type set to "dynamic" enable that media is made available over time and its availability may also be removed over time. This has two major effects, namely
1. The content creator can announce a DASH Media Presentation for which not all content is yet available, but only gets available over time.
2. Clients are forced into some timed schedule for the playout, such that they follow the schedule as desired by the content author. 
Dynamic services may be used for different types of services:
1. Dynamic Distribution of Available Content: Services, for which content is made available as dynamic content, but the content is entirely available prior to distribution. In this case the details of the Segments are known and can be announced in a single MPD without MPD updates. This addresses use cases 2 and 3 from above.
2. MPD-controlled Live Service: Services for which the content is typically generated on the fly, and the MPD needs to be updated occasionally to reflect changes in the service offerings. For such a service, the DASH client operates solely on information in the MPD. This addresses the use cases 4 and 5.
3. MPD and Segment-controlled Live: Services for which the content is typically generated on the fly, and the MPD may need to be updated on short notice to reflect changes in the service offerings. For such a service, the DASH client operates on information in the MPD and is expected to parse segments to extract relevant information for proper operation. This addresses the use cases 4 and 5, but also takes into account the advanced use cases.
Dynamic and Live services are typically controlled by different client transactions and server-side signalling. 
For initial access to the service and joining the service, an MPD is required. MPDs may be accessed at join time or may have been provided earlier, for example along with an Electronic Service Guide. The initial MPD or join MPD is accessed and processed by the client and the client having a globally accurate clock can analyze the MPD and extract suitable information in order to initiate the service. This includes, but is not limited to:
· identifying the currently active Periods in the service and the Period that expresses the live edge (for more details see below) 
· selecting the suitable media components by selecting one or multiple Adaptation Sets. Within each Adaptation Set selecting an appropriate Representation and identifying the live edge segment in each Representations. The client then issues requests for the segments. 
The MPD may be updated on the server based on certain rules and clients consuming the service are expected to update MPDs based on certain triggers. The triggers may be provided by the MPD itself or by information included in segments. Depending on the service offering, different client operations are required as reflected in Figure 3. 
[image: ]
[bookmark: _Ref260400641][bookmark: _Ref260400632][bookmark: _Toc267661799]Figure 3 Different Client Models
The basic operations of the different clients are as follows:
1. Dynamic DASH Client: Such a client is creating a list of available segments based on a single MPD. It then joins by downloading segments at the live edge or may use the available time shift buffer.  
2. Simple Live Client: Such a client includes all features of the dynamic client. In addition, it updates the MPD based on information in the MPD in order to extend the segment list at the live edge. MPDs are refetched and revalidated when the currently available MPD expires, i.e. it can no longer be used for segment URL generation.
3. Main Live Client: Such a client includes all features of the dynamic client and an MPD-based DASH client. In addition it updates the MPD based on information in the segments if the service offering provides this feature. MPDs are refetched and revalidated when the currently available MPD expires based on expiry information in the Segments.
Requirements and recommendations for dynamic service offerings and dynamic clients are defined in in section 4.
Requirements and recommendations for simple live service offerings and corresponding clients are defined in section 5.
Requirements and recommendations for main live service offerings and corresponding clients are defined in section 6.
Requirements and recommendations for robust service offerings and corresponding clients are defined in section 8.
Interoperability Points are defined in section 13.
[bookmark: _Ref254527429][bookmark: _Toc267721349]Dynamic Service Offering
[bookmark: _Toc267721350]Background and Assumptions
In several use cases documented in section 2.1, especially use case 2 and 3, the media data is generated on the fly or pre-generated data is distributed, but the MPD the is known in advance. In the remainder of this section, it is assumed that the client has access to a single instance of an MPD and all information of the entire Media Presentation is contained in the MPD.
We refer to this service as dynamic service as the main features is that the segments are made available over time following the schedule of the media timeline.
[bookmark: _Toc267721351]Preliminaries 
[bookmark: _Toc267721352]MPD Information
If the Media Presentation is dynamic, then segments have different segment availability times. The segment availability times for each Representation can be computed based on the information in an MPD. 
For a dynamic service the MPD should at least contain information as available in Table 1. Information included there may be used to compute a list of announced Segments, Segment Availability Times and URLs.
Assume that an MPD is available to the DASH client at a specific wall-clock time NOW. It is assumed that the client and the DASH server providing the Segments are synchronized to wall clock. Details on synchronization are discussed in section 7.  
Assuming synchronization, the information in the MPD can then be used by the client at time NOW to derive the availability of segments on the server.
[bookmark: _Ref254618410][bookmark: _Toc262706070]Table 1 -- Information related to Segment Information and Availability Times 
	MPD Information
	Status
	Comment

	MPD@type
	mandatory, set to "dynamic"
	the type of the Media Presentation is dynamic, i.e. Segments get available over time.

	MPD@availabilityStartTime
	mandatory
	the start time is the anchor for the MPD in wall-clock time. The value is denoted as AST  in the following.

	MPD@mediaPresentationDuration
	mandatory (for the considered use cases)
	provides the duration of the Media Presentation.

	MPD@suggestedPresentationDelay
	optional, but recommended
	suggested presentation delay as delta to segment availability start time.  The value is denoted as SPD. Details on the setting and usage of the parameter is provided in the following.

	MPD@minBufferTime
	mandatory
	minimum buffer time, used in conjunction with the @bandwidth attribute of each Representation. The value is denoted as MBT. Details on the setting and usage of the parameter is provided in the following.

	MPD@timeShiftBufferDepth
	optional, but recommended
	time shift buffer depth of the media presentation. The value is denoted as TSB. Details on the setting and usage of the parameter is provided in the following.

	Period@start
	mandatory
	the start time of the Period relative to the MPD availability start time.

	SegmentTemplate@media
	mandatory
	The template for the Media Segment assigned to a Representation.

	SegmentTemplate@startNumber
	optional default
	number of the first segment in the Period assigned to a Representation

	SegmentTemplate@timescale
	optional default
	timescale for this Representation.

	SegmentTemplate@duration
	exactly one of SegmentTemplate@duration or SegmentTemplate.SegmentTimeline must be present per Representation.
	the duration of each Segment in units of a time. 

	SegmentTemplate.SegmentTimeline
	
	


[bookmark: _Ref254270049][bookmark: _Toc267721353]Segment Information Derivation
[bookmark: _Ref254456961]Introduction
Based on an MPD including information as documented in Table 1 and available at time NOW on the server, a synchronized DASH client derives the information of the list of Segments for each Representation in each Period. This section only describes the information that is expressed by the values in the MPD. The generation of the information on the server and the usage of the information in the client is discussed in section 4.3 and 4.4, respectively.
MPD information is provided in subsection 4.2.2.3. The Period based information is documented in sub-section 4.2.2.4, and the Representation information is documented in sub-section 4.2.2.5.
[bookmark: _Ref254252963]Definitions
The following definitions are relevant and aligned with ISO/IEC 23009-1:
· available Segment is a Segment that is accessible at its assigned HTTP-URL. This means that a request with an HTTP GET to the URL of the Segment results in a reply of the Segment and 2xx status code.
· valid Segment URL is an HTTP-URL that is promised to reference a Segment during its Segment availability period.
· NOW is a time that is expressing the time on the content server as wall-clock time. All information in the MPD related to wall-clock is expressed as a reference to the time NOW. 
[bookmark: _Ref262468202]MPD Information
For a dynamic service without MPD updates, the following information shall be present and not present in the MPD:
· The MPD@type shall be set to "dynamic".
· The MPD@mediaPresentationDuration shall be present, or the Period@duration of the last Period shall be present.
· The MPD@minimumUpdatePeriod shall not be present. 
Furthermore, it is recommended to provide a value for MPD@timeShiftBufferDepth and MPD@suggestedPresentationDelay.
[bookmark: _Ref256653474]Period Information
Each Period is documented by a Period element in the MPD. An MPD may contain one or more Periods. In order to document the use of multiple Periods, the sequence of Period elements is expressed by an index i with i increasing by 1 for each new Period element. 
Each regular Period i in the MPD is assigned a 
· Period start time PSwc[i] in wall-clock time,
· Period end time PEwc[i], in wall-clock time.
Note: An MPD update may extend the Period end time of the last Period. For details refer to section 5.
The Period start time PSwc[i] for a regular Period i is determined as follows according to section 5.3.2.1 of ISO/IEC 23009-1:
· If the attribute @start is present in the Period, then PSwc[i] is the sum of AST and the value of this attribute.
· 	If the @start attribute is absent, but the previous Period element contains a @duration attribute then the start time of the Period is the sum of the start time of the previous Period PSwc[i] and the value of the attribute @duration of the previous Period.
The Period end time PEwc[i] for a regular Period i is determined as follows:
· If the Period is the last one in the MPD, the time PEwc[i]  is obtained as
· the sum of AST and Media Presentation Duration MPDur, with MPDur the value of MPD@mediaPresentationDuration if present, or the sum of PSwc[i] of the last Period and the value of Period@duration of the last Period.
· else
· the time PEwc[i]  is obtained as the Period start time of the next Period, i.e. PEwc[i] = PSwc[i+1].  
[bookmark: _Ref254252966]Representation Information
Based on such an MPD at a specific time NOW, a list of Segments contained in a Representation in a Period i with Period start time PSwc[i]  and Period end time PEwc[i] can be computed. 
If the SegmentTemplate.SegmentTimeline is present and the SegmentTemplate@duration is not present, the SegmentTimeline element contains NS S elements indexed with s=1, ..., NS, then let
· ts the value of the @timescale attribute
· t[s] be the value of @t of the s-th S element, 
· d[s] be the value of @d of the s-th S element 
· r[s] be, 
· if the @r value is greater than or equal to zero
· one more than the value of @r of the s-th S element. Note that if @r is smaller than the end of this segment timeline element, then this Representation contains gaps and no media is present for this gap.
· else
· if t[s+1] is present, then r[s] is the ceil of (t[s+1] - t[s])/d[s]
· else r[s] is the ceil of (PEwc[i] - PSwc[i] - t[s]/ts)*ts/d[s])
If the SegmentTemplate@duration is present and the SegmentTemplate.SegmentTimeline is not present, then 
· NS=1,
· ts the value of the @timescale attribute
· t[s] is 0,
· the d[s] is the value of @duration attribute
· r[s] is the ceil of (PEwc[i] - PSwc[i] - t[s]/ts)*ts/d[s])
[bookmark: _Ref257285560][bookmark: _Ref256462213]Media Time Information of Segment 
Each media segment at position k=1,2, ... for each Representation has assigned an earliest media presentation time EPT[k,r,i] and an accurate segment duration SDUR[k,r,j], all measured in media presentation time.
The earliest presentation time may be estimated from the MPD using the segment availability start time minus the segment duration announced in the MPD. 
The earliest presentation time may be accurately determined from the Segment itself.
If the Segment Index is present than this time is provided in the earliest_presentation_time field of the Segment Index. To determine the presentation time in the Period, the value of the attribute @presentationTimeOffset needs to be deducted.

If the Segment Index is not present, then the earliest presentation time is deduced from the ISO BMFF parameters, namely the movie fragment header and possibly in combination with the information in the Initialization Segment using the edit list. 

The earliest presentation time in the Period for a Segment can be deduced from the decode time taking also into account the composition time offset, edit lists as well as presentation time offsets. For details refer to ISO/IEC 14496-12 [5] and ISO/IEC 23009-1 [1]. 
[bookmark: _Ref254444216]Segment List Parameters
For each Period i with Period start time PSwc[i]  and Period end time PEwc[i] and each Representation r in the Period the following information can be computed:
· the number of the first segment described in the MPD, k1[i,r]
· the number of the last segment described in the MPD, k2[i,r] 
· segment availability start time of the initialization segment SAST[0,i,r] 
· segment availability end time of the initialization segment SAET[0,i,r] 
· segment availability start time of each media segment SAST[k,i,r], k=k1, ..., k2
· segment availability end time of each media segment SAET[k,i,r], k=k1, ..., k2
· segment duration of each media segment SD[k,i,r], k=k1, ..., k2
· the URL of each of the segments, URL[k,i,r]
In addition, 
· the latest available Period i[NOW] and the latest segment available at the server k[NOW] can be computed.
· the earliest available Period i*[NOW] and the earliest segment available at the server k*[NOW] can be computed.
Based on the above information, for each Representation r in a Period i, the segment availability start time SAST[k,i,r], the segment availability end time of each segment SAET[k,i,r], the segment duration of each segment SD[k,i,r], and the URL of each of the segments, URL[k,i,r] within one Period i be derived as follows using the URL Template function URLTemplate(ReplacementString, Address) as documented in subsection 4.2.2.8:
· k=0
· SAST[0,i,r] = PSwc[i]
· for s=1, ... NS [i,r]
· k = k + 1
· SAST[k,i,r] = PSwc[i] + (t[s,i,r] + d[s,i,r] - o[i,r])/ts
· SD[k,i,r] = d[s,i,r]/ts
· SAET[k,i,r] = SAST[k,i,r] + TSB + d[s,i,r]/ts
· if SegmentTemplate@media contains $Number$ 
· Address=@startNumber
· URL[k,i,r] = URLTemplate ($Number$, Address)
else
· Address = t[s,i,r]
· URL[k,i,r] = URLTemplate ($Time$, Address)
· for j = 1, ..., r[s,i,r]
· k = k + 1
· SAST[k,i,r] = SAST[k-1,i,r] + d[s,i,r]/ts
· SAET[k,i,r] = SAST[k,i,r] + TSB + d[s,i,r] /ts
· SD[k,i,r] = d[s,i,r] /ts
· if SegmentTemplate@media contains $Number$ 
· Address = Address + 1
· URL[k,i,r] = URLTemplate ($Number$, Address)
else
· Address = Address + d[s,i,r]
· URL[k,i,r] = URLTemplate ($Time$, Address)
· k2[i,r] = k 
· SAET[0,i,r] = SAET[k2[i,r],i,r]
Note that not all segments documented above may necessarily be accessible at time NOW, but only those that are within the segment availability time window.
Hence, the number of the first media segment described in the MPD for this Period, k1[i,r], is the smallest k=1, 2, ... for which SAST[k,i,r] >= NOW.
The latest available Period i[NOW] is the Period i with the largest PEwc[i] and PEwc[i] is smaller than or equal to NOW.
The latest available segment k[NOW] available for a Representation of Period i[NOW] is the segment with the largest k=0,1,2,... such that SAST[k,i,r] is smaller than or equal to NOW. Note that this contains the Initialization Segment with k=0 as not necessarily any media segment may yet be available for Period i[NOW]. In this case, last media segment k2[i[NOW]-1,r], i.e., the last media segment of the previous Period is the latest accessible media Segment.
[bookmark: _Ref254269525]URL Generation with Segment Template 
The function URL Template function URLTemplate(ReplacementString, Address) generates a URL. For details refer to ISO/IEC 23009-1, section 5.3.9.4. Once the Segment is generated, processing of the Base URLs that apply on this segment level is done as defined in ISO/IEC 23009-1, section 5.6.
[bookmark: _Ref257299437]Synchronized Playout and Seamless Switching
In order to achieve synchronized playout across different Representations, typically from different Adaptation Sets, the different Representations are synchronized according to the presentation time in the Period. Specifically, the earliest presentation time of each Segment according to section 4.2.2.6 determines the playout of the Segment in the Period and therefore enables synchronized playout of different media components as well as seamless switching within one media component.
[bookmark: _Ref254873111][bookmark: _Toc267721354]Service Offering Requirements and Guidelines
[bookmark: _Ref254537977][bookmark: _Toc267721355]General Service Offering Requirements
For dynamic service offerings, the MPD shall conform to DASH-IF IOP [2] and shall at least contain the mandatory information as documented in Table 1.
If such an MPD is accessible at time NOW at the location MPD location, then
· all Segments for all Representations in all Periods as announced in an MPD shall be available latest at the announced segment availability start time SAST[k,i,r] at all URL[k,i,r] as derived in section 4.2.2;
· all Segments for all Representations in all Periods as announced in an MPD shall at least be available until the announced segment availability end time SAET[k,i,r] at all URL[k,i,r] as derived in section 4.2.2;
· for all Media Segments for all Representations in all Periods as announced in an MPD the Segment in this Period is available prior to the sum of Period start, earliest presentation time and segment duration, i.e. SAST[k,i,r] <= PSwc[i] + SD[k,r,i] + EPT[k,r,i];
· if a Media Segments with segment number k is delivered over a constant bitrate channel with bitrate equal to value of the @bandwidth attribute then each presentation time PT is available at the client latest at time with a delay of at most PT + MBT. 
[bookmark: _Ref255225353][bookmark: _Toc267721356]Dynamic Service Offering Guidelines
[bookmark: _Ref256391083]Introduction
In order to offer a simple dynamic service for which the following details are known in advance, 
· start at wall-clock time START, 
· exact duration of media presentation PDURATION,
· location of the segments for each Representation at " http://example.com/$RepresentationID$/$Number$",
a service provide may offer an MPD as follows:
[bookmark: _Ref254618508][bookmark: _Toc262706071]Table 2 – Basic Service Offering
	MPD Information
	Value

	MPD@type
	dynamic

	MPD@availabilityStartTime
	START

	MPD@mediaPresentationDuration
	PDURATION

	MPD@suggestedPresentationDelay
	SPD

	MPD@minBufferTime
	MBT

	MPD@timeShiftBufferDepth
	TSB

	MPD.BaseURL
	"http://example.com/"

	Period@start
	PSTART

	Representation@bandwidth
	BW

	SegmentTemplate@media
	"$RepresentationID$/$Number$"

	SegmentTemplate@startNumber
	1

	SegmentTemplate@duration
	SDURATION


Note that the setting of capitalized parameters is discussed in section 4.3.2.2.
According to the work-flow shown in Figure 1, 
· the MPD is generated and published prior to time START such that DASH clients may access it prior to the start of the Media Presentation.
· no redundant tools are considered.
· the encoder and the segmenter generate segments of duration SDURATION and publish those on the origin server, such that they are available at URL[k] latest at their announced segment availability start time SAST[k].
Based on the details in section 4.2.2, the Segment Information is derived as:
· k1 = 1
· k2 = ceil(PDURATION/SDURATION)
· for k = 1, ..., k2
· SAST[k] = START + PSTART + k*SDURATION
· SAET[k] = SAST[k]  + TSB + SDURATION
· SD[k] = SDURATION
· URL[k] = http://example.com/$RepresentationID$/k
· The segment availability times of the Initialization Segment are as follows:
· SAST[0] = START + PSTART
· SAET[0] = SAET[k2]
[bookmark: _Ref254421958]Basic Parameter Settings
In the following recommendations are provided for the 
· Time Shift Buffer Depth (TSB): 
· If the content should be consumed at the live edge, then the time shift buffer depth should be set short. However, the TSB should not be smaller than the recommended value of 4*SDURATION and 6 seconds in media time in order for the client to do some prebuffering in more difficult network conditions. 
· If no restrictions on the accessibility of the content are provided, then the TSB may be set to a large value that even exceeds PDURATION.
· Suggested Presentation Delay (SPD)
· If synchronized play-out with other devices adhering to the same rule is desired and/or the service providers wants to define the typical live edge of the program, then this value should be provided. The service provider should set the value taking into account at least the following:
· the desired end-to-end latency
· the typical required buffering in the client, for example based on the network condition
· the segment duration SDURATION
· the time shift buffer depth TSB
· A reasonable value may be 2 to 4 times of the segment duration SDURATION, but the time should not be smaller than 4 seconds in order for the client to maintain some buffering.
· Segment Duration (SDURATION)
· The segment duration typically influences the end-to-end latency, but also the switching and random access granularity as in DASH-264/AVC each segment starts with a stream access point which can also be used as s switch point. The service provider should set the value taking into account at least the following:
· the desired end-to-end latency
· the desired compression efficiency
· the start-up latency
· the desired switching granularity
· the desired amount of HTTP requests per second
· the variability of the expected network conditions
· Reasonable values for segment durations are between 1 second and 10 seconds.
· Minimum Buffer Time (MBT) and bandwidth (BW)
· the value of the minimum buffer time does not provide any instructions to the client on how long to buffer the media. This aspect is covered in 4.4.4. The value describes how much buffer a client should have under ideal network conditions.  As such, MBT is not describing the burstiness or jitter in the network, it is describing the burstiness or jitter in the content encoding.  Together with the BW value, it is a property of the content.  Using the "leaky bucket" model, it is the size of the bucket that makes BW true, given the way the content is encoded.
· The minimum buffer time provides information that for each Stream Access Point (and in the case of DASH-IF therefore each start of the Media Segment), the property of the stream: If the Representation (starting at any segment) is delivered over a constant bitrate channel with bitrate equal to value of the BW attribute then each presentation time PT is available at the client latest at time with a delay of at most PT + MBT. 
· In the absence of any other guidance, the MBT should be set to the maximum GOP size (coded video sequence) of the content, which quite often is identical to the maximum segment duration. The MBT may be set to a smaller value than maximum segment duration, but should not be set to a higher value.
In a simple and straightforward implementation, a DASH client decides downloading the next segment based on the following status information:
· the currently available buffer in the media pipeline, buffer
· the currently estimated download rate, rate 
· the value of the attribute @minBufferTime, MBT
· the set of values of the @bandwidth attribute for each Representation i, BW[i]
The task of the client is to select a suitable Representation i.
The relevant issue is that starting from a SAP on, the DASH client can continue to playout the data. This means that at the current time it does have buffer data in the buffer. Based on this model the client can download a Representation i for which BW[i]  ≤ rate*buffer/MBT without emptying the buffer. 
Note that in this model, some idealizations typically do not hold in practice, such as constant bitrate channel, progressive download and playout of Segments, no blocking and congestion of other HTTP requests, etc.  Therefore, a DASH client should use these values with care to compensate such practical circumstances; especially variations in download speed, latency, jitter, scheduling of requests of media components, as well as to address other practical circumstances.
One example is if the DASH client operates on Segment granularity. As in this case, not only parts of the Segment (i.e., MBT) needs to be downloaded, but the entire Segment, and if the MBT is smaller than the Segment duration, then rather the segment duration needs to be used instead of the MBT for the required buffer size and the download scheduling, i.e. download a Representation i for which BW[i]  ≤ rate*buffer/max_segment_duration.
For low latency cases, the above parameters may be different. For details refer to section 9.
Example
Assume a simple example according to Table 5. 
[bookmark: _Toc262706072]Table 3 – Basic Service Offering
	MPD Information
	Value

	MPD@type
	dynamic

	MPD@availabilityStartTime
	START

	MPD@mediaPresentationDuration
	43sec

	MPD@suggestedPresentationDelay
	15sec

	MPD@minBufferTime
	5sec

	MPD@timeShiftBufferDepth
	25sec

	MPD.BaseURL
	"http://example.com/"

	Period@start
	0

	SegmentTemplate@media
	"$RepresentationID$/$Number$"

	SegmentTemplate@startNumber
	1

	SegmentTemplate@duration
	5sec


Based on the derivation in section 4.3.2.1, the following holds:
· k1 = 1, k2 = 9
· for k = 1, ..., k2
· SAST[k] = START + k*5sec
· SAET[k] = SAST[k]  + 30sec
· URL[k] = http://example.com/1/k
· The segment availability times of the Initialization Segment are as follows:
· SAST[0] = START 
· SAET[0] = START + 75 sec
Figure 4 shows the availability of segments on the server for different times NOW. In particular, before START no segment is available, but the segment URLs are valid. With time NOW advancing, segments get available.
[image: ]
[bookmark: _Ref256391404][bookmark: _Toc267661800]Figure 4 Segment Availability on the Server for different time NOW (blue = valid but not yet available segment, green = available Segment, red = unavailable Segment)
[bookmark: _Toc267721357]Content Offering with Periods
General
Content may be offered with a single Period. If content is offered with a single Period it is most suitable to set PSTART to zero, i.e. the initialization segments get available at START on the server. 
Content with multiple Periods may be created for different reasons, for example:
· to enable splicing of content, for example for ad insertion,
· to remove or add certain Representations in an Adaptation Set,
· to remove or add certain Adaptation Sets,
· for robustness reasons as documented in detail in section 8.
Typically, no "continuity" is necessary at Period boundary in terms of content offering. The content may be offered with different codecs, language attributes, content protection and so on. 
For content offered within a Period, and especially when offered in multiple Periods, then the content provider should offer the content such that actual media presentation time is as close as possible to the actual Period duration. It is recommended that the Period duration is the maximum of the presentation duration of all Representations contained in the Period.
A typical Multi-Period Offering is shown in Table 4. This may for example represent a service offering where main content provided in Period 1 and Period 3 are interrupted by an inserted Period 2. 
[bookmark: _Ref256461192][bookmark: _Toc262706073]Table 4 Multi-Period Service Offering
	MPD Information
	Value

	MPD@type
	dynamic

	MPD@availabilityStartTime
	START

	MPD@mediaPresentationDuration
	PDURATION

	MPD@suggestedPresentationDelay
	SPD

	MPD@minBufferTime
	MBT

	MPD@timeShiftBufferDepth
	TSB

	MPD.BaseURL
	"http://example.com/"

	Period@start
	PSTART

	
	SegmentTemplate@media
	"1/$RepresentationID$/$Number$"

	
	SegmentTemplate@startNumber
	1

	
	SegmentTemplate@duration
	SDURATION1

	Period@start
	PSTART2

	
	SegmentTemplate@media
	"2/$RepresentationID$/$Number$"

	
	SegmentTemplate@startNumber
	1

	
	SegmentTemplate@duration
	SDURATION2

	Period@start
	PSTART3

	
	SegmentTemplate@media
	"1/$RepresentationID$/$Number$"

	
	SegmentTemplate@startNumber
	STARTNUMBER2

	
	SegmentTemplate@duration
	SDURATION1

	
	SegmentTemplate@presentationTimeOffset
	PTO


The work flow for such a service offering is expected to be similar to the one in section 4.2.2.1.
Based on the details in section 4.2.2, the Segment Information is derived as:
· Period 1
· PSwc[1] = START + PSTART
· PEwc[1] = START + PSTART2
· k1 = 1
· k2 = ceil((PSTART2-PSTART1)/SDURATION)
· for k = 1, ..., k2
· SAST[k] = PSwc[1] + k*SDURATION
· SAET[k] = SAST[k]  + TSB + SDURATION
· SD[k] = SDURATION
· URL[k] = http://example.com/1/$RepresentationID$/k
· SAST[0] = PSwc[1]
· SAET[0] = SAET[k2]
· Period 2
· PSwc[2] = START + PSTART2
· PEwc[2] = START + PSTART3
· k1 = 1
· k2 = ceil((PSTART3-PSTART2)/SDURATION2)
· for k = 1, ..., k2
· SAST[k] = PSwc[2] + k*SDURATION2
· SAET[k] = SAST[k]  + TSB + SDURATION2
· SD[k] = SDURATION2
· URL[k] = http://example.com/2/$RepresentationID$/k
· SAST[0] = PSwc[2]
· SAET[0] = SAET[k2]
· Period 3
· PSwc[3] = START + PSTART3
· PEwc[3] = START + PDURATION
· k1 = 1
· k2 = ceil((PSTART3-PDURATION)/SDURATION1)
· for k = 1, ..., k2
· SAST[k] = PSwc[3] + k*SDURATION1
· SAET[k] = SAST[k]  + TSB + SDURATION1
· SD[k] = SDURATION1
· URL[k] = " http://example.com/1/$RepresentationID$/(k+STARTNUMBER2-1)"
· SAST[0] = PSwc[3]
· SAET[0] = SAET[k2]
Note that the number k describes position in the period. The actual number used in the segment template increased by the one less than the actual start number.
[bookmark: _Ref256392124]Continuous Period Offering
In certain circumstances the Content Provider offers content in the next Period that is a continuation of the content in the previous Period, possibly in the immediately following Period or in a later Period. The latter case applies for example after an advertisement Period had been inserted. The content provider may express that the media components contained in two Adaptation Sets in two different Periods are associated by assigning equivalent Asset Identifiers to both Periods and by identifying both Adaptation Sets with identical value for the attribute @id.
If Adaptation Sets in two different Periods are associated, then the Adaptation Set parameters defined in ISO/IEC 23009-1, section 5.3.3.1, must be identical for the two Adaptation Sets.
Furthermore, two Adaptation Sets in one MPD are period-continuous if all of the following holds:
· The Adaptation Sets are associated.
· The @presentationTimeOffset is present or can be inferred as 0 for all Representations in both Adaptation Sets.
· Within one Adaptation Set, the value of @presentationTimeOffset is identical for all Representations.
· The sum of the value of the @presentationTimeOffset and the presentation duration of all Representations in one Adaptation Set are identical to the value of the @presentationTimeOffset of the other Adaptation Set.
· If Representations in both Adaptation Sets have the same value for @id, then they shall have functionally equivalent Initialization Segments, i.e. the Initialization Segment may be used to continue the play-out the Representation.
Content authors should signal period-continuous Adaptation Sets by signalling the presentation duration. The presentation duration of a Representation is the difference between the end presentation time of the Representation and the earliest presentation time of the Representation.  The presentation time duration has the same unit as presentation time offset, i.e. @timescale, and expresses the exact presentation duration of the Representation. 
The presentation duration may be signalled by
· A supplemental descriptor with @scheme_id_URI set to "urn:mpeg:dash:period_continuity:2014" may be provided for an Adaptation Set with 
· the @value of the descriptor, PID, matching the value of an @id of a Period that is contained in the MPD,
· the value of the AdaptationSet@id being AID, 
· the value of the @presentationTimeOffset for this Adaptation Set is provided and is PTO.
If this signal is present, then for the Period with the value of the Period@id being PID and for the Adaptation Set with AdaptationSet@id being AID, the presentation duration of each Representation in this Adaptation Set is obtained as the difference of PTO minus the value of the @presentationTimeOffset.
Content authors should offer an MPD with period-continuous Adaptation Sets if the MPD contains Periods with identical Asset Identifiers.
[bookmark: _Ref267659960][bookmark: _Toc267721358]Content Offering with Segment Timeline
Basic Operation
In order to offer a dynamic service that takes into account
· variable segment durations
· gaps in the segment timeline of one Representation,
the Segment timeline as defined in ISO/IEC 23009-1, section 5.3.9.6 may be used as an alternative to the @duration attribute as shown in section 4.3.2.
[bookmark: _Ref256391009][bookmark: _Toc262706074]Table 5 – Service Offering with Segment Timeline
	MPD Information
	Value

	MPD@type
	dynamic

	MPD@availabilityStartTime
	START

	MPD@mediaPresentationDuration
	PDURATION

	MPD@suggestedPresentationDelay
	SPD

	MPD@minBufferTime
	MBT

	MPD@timeShiftBufferDepth
	TSB

	MPD.BaseURL
	"http://example.com/"

	Period@start
	PSTART

	SegmentTemplate@media
	"$RepresentationID$/$Number$"

	SegmentTemplate@startNumber
	1

	SegmentTemplate.SegmentTimeline
	t[i], d[i], r[i]


According to the work-flow shown in Figure 1, 
· the MPD is generated and published prior to time START such that DASH clients may access it prior to the start of the Media Presentation.
· no redundant tools are considered.
· the encoder and the segmenter generally should generate segments of constant duration SDURATION and publish those on the origin server, such that they are available at URL[k] latest at their announced segment availability start time SAST[k]. However, the server may offer occasional shorter segments for encoding optimizations, e.g. at scene changes, or segment gaps (for details see section 6). If such an irregular segment is published the MPD needs to document this by a new S element in the segment timeline.
If the segment timeline is used and the $Time$ template is used, then the times in the MPD shall accurately present media internal presentation times. 
If the segment timeline is and the $Number$ template is used, then the MPD times shall at most deviate from the earliest presentation time documented in the MPD by 0.5sec.
Based on these considerations, it is not feasible to operate with a single MPD if the content is not yet known in advance. However, pre-prepared content based on the segment timeline may be offered in a dynamic fashion. The use of the Segment Timeline is most suitable for the case where the MPD can be updated. For details refer to section 5.	
Basic Parameter Settings
The parameters for TSB and SPD should be set according to section 4.3.2.2. The segment duration SDURATION may be set according to section 4.3.2.2, but it should be considered that the service provider can offer shorter segments occasionally.
[bookmark: _Ref254415158][bookmark: _Toc267721359]Joining Recommendation
By default, an MPD with MPD@type="dynamic" suggests that the client would want to join the stream at the live edge, therefore to download the latest available segment (or close to, depending on the buffering model), and then start playing from that segment onwards. 
However there are circumstances where a dynamic MPD might be used with content intended for playback from the start, or from another position.  For example, when a content provider offers ‘start again’ functionality for a live program, the intention is to make the content available as an on-demand program, but not all the segments will be available immediately.  
This may be signalled to the DASH client by including an MPD Anchor, with either the t parameter or both the p and t parameter, in the MPD URL provided to the DASH client.  The format and behaviour of MPD Anchors is defined in section C.4 of ISO/IEC 23009-1.
For example to start from the beginning of the MPD the following would be added to the end of the MPD URL provided to the DASH client:
#t=0
Or to start from somewhere other than the start, in this case 50 minutes from the beginning of the period with Period ID “program_part_2”:
#p=program_part_2&t=50:00
Notes: 
· as per section C.4 of ISO/IEC 23009-1 the time indicated using the t parameter is as per the field definition of the W3C Media Fragments Recommendation v1.0 section 4.2.1.  
· the period ID has to be URL encoded/decoded as necessary and needs to match one of the Period@id fields in the MPD.
Where an MPD Anchor is used it should refer to a time for which segments are currently available in the MPD.  
[bookmark: _Ref254873118][bookmark: _Ref267321973][bookmark: _Toc267721360]Client Operation, Requirements and Guidelines
[bookmark: _Ref254458591][bookmark: _Toc267721361]Basic Operation for Single Period
A DASH client is guided by the information provided in the MPD. A simple client model is shown in Figure 5.
[image: ]
[bookmark: _Ref256392267][bookmark: _Toc267661801]Figure 5 Simple Client Model
Assume that the client has access to an MPD and the MPD contains the parameters in Table 1, i.e. it consumes a dynamic service with fixed media presentation duration. 
In addition in the following for simplicity it is assumed that the MPD only contains a single Period with period start time PSwc[i] and the MPD-URL does not include any fragment parameters according to section 4.3.5. 
The following example client behaviour may provide a continuous streaming experience to the user:
1) The client parses the MPD, selects a collection of Adaptation Sets suitable for its environment based on information provided in each of the AdaptationSet elements. 
2) Within each Adaptation Set it selects one Representation, typically based on the value of the @bandwidth attribute, but also taking into account client decoding and rendering capabilities. 
3) The client creates a list of accessible Segments at least for each selected Representation taking into account the information in the MPD as documented in Table 1 and the current time JOIN in the client and in particular the segment closest to the live edge referred to the live edge segment. For details refer to section 4.4.2.
4) The client downloads the initialization segment of the selected Representations and then accesses the content by requesting entire Segments or byte ranges of Segments. Typically at any time download the next segment at the larger of the two: (i) completion of download of current segment or (ii) the Segment Availability Start Time of the next segment. Based on the buffer fullness and other criteria, rate adaptation is considered. Typically the first media segment that is downloaded is the live edge segment, but other decisions may be taken in order to minimize start-up latency. For details on initial buffering, refer to section 4.4.4.
5) According to Figure 5 media is fed into buffer and at some point in time, the decoding and rendering of the media is kicked off. The downloading and presentation is done for the selected Representation of each selected Adaptation. The synchronization is done using the presentation time in the Period as documented in section 4.2.2.9. For synchronized playout, the exact presentation times in the media shall be used.
Once presentation has started, the playout process is continuous. The playout process expects media to be present in the buffer continuously. If the MPD@suggestedPresentationDelay is present, then this value may be used as the presentation delay PD. If the MPD@suggestedPresentationDelay is not present, but the client is expected to consume the service at the live edge, then a suitable presentation delay should be selected, typically between the value of @minBufferTime and the value of  @timeShiftBufferDepth. It is recommended that the client starts rendering the first sample of the downloaded media segment k with earliest presentation time EPT(k) at  PSwc[i] + (EPT(k) - o[r,i]) + PD. For details on selecting and minimizing end-to-end latency as well as the start-up latency, see section 4.4.4 and 9.  
6) The client may request Media Segments of the selected Representations by using the generated Segment list during the availability time window.
7) Once the presentation has started, the client continues consuming the media content by continuously requesting Media Segments or parts of Media Segments and playing content that according to the media presentation timeline. The client may switch Representations taking into updated information from its environment, e.g. change of observed throughput. In a straight-forward implementation, with any request for a Media Segment starting with a stream access point, the client may switch to a different Representation. If switching at a stream access point, the client shall switch seamlessly at such a stream access point.
8) [bookmark: _Ref158291965]With the wall-clock time NOW advancing, the client consumes the available Segments. As NOW advances the client possibly expands the list of available Segments for each Representation in the Period according to the procedures specified in 4.4.2. 
9) Once the client is consuming media contained in the Segments towards the end of the announced media in the Representation, then either the Media Presentation is terminated, a new Period is started (see subsection 4.4.3) or the MPD needs to be refetched. For details on MPD updates and refetching, please refer to section 5.
[bookmark: _Ref254328804][bookmark: _Ref254413753][bookmark: _Toc267721362]Determining the Segment List 
For a single Period content the client determines the available Segment List at time NOW according to section 4.2.2.7 taking into account the simplified offering in Table 2 as
· k1 = 1
· k2 = ceil(PDURATION/SDURATION)
· SAST[k] = START + PSTART + k*SDURATION for k = 0, 1, ..., k2
· SAET[k] = SAST[k]  + TSB + SDURATION for k = 1, ..., k2
· SAET[0] = SAET[k2]
· SD[k] = SDURATION
· URL[k] = http://example.com/$RepresentationID$/k
· k[NOW] = MIN(floor ((NOW - START - PSTART)/SDURATION), k2)
· k*[NOW] = MAX(k1, floor((NOW - START - PSTART - TSB)/SDURATION) 
Note that if k[NOW] is 0, then only the Initialization Segment is available.
[bookmark: _Ref254441956][bookmark: _Toc267721363]Multi-Period Content
In an extension to the description in section 4.4.1 assume now that the client has access to an MPD and the MPD contains content with multiple Periods, for example following the parameters in Table 4. The start time of each Period is computed as period start time PSwc[i]. and the MPD-URL does not include any fragment parameters according to section 4.3.5. 
In an extension of bullet 3 in section 4.4.1, 
the client creates a list of accessible Segments at least for each selected Representation taking into account the information in the MPD as documented in Table 1 and the current time NOW in the client and in particular the segment closest to the live edge referred to the live edge segment. 
For this it needs to take into account the latest Period i[NOW]. The latest Period and the latest segment are obtained as follows with i* the index of the last Period.:
· if NOW <= PSwc[1]
· no segment is yet available
· else if NOW > PSwc[i*]
· the last one and the latest segment is available is k2[i*] 
· else if NOW > PSwc[i*] + TSB
· no segment is available any more
· else if PSwc[1] < NOW <= PEwc[i*]
· i'  the such that  PSwc[i'] < NOW <= PEwc[i']
· k[NOW] = MIN(floor ((NOW - PEwc[i'] - PSwc[i'])/SDURATION[i']), k2)
· Note again that if that if k[NOW] is 0, then only the Initialization Segment is available. If the Period is not the first one, then the last available Media Segment is the last Media Segment of the previous Period.
In an extension of bullet 9 in section 4.4.1, 
the client consumes media in one Period. Once the client is consuming media contained in the Segments towards the end of the announced media in the Representation, and the Representation is contained not in the last Period, then the DASH clients generally needs to reselect the Adaptation Sets and a Representation in same manner as described in bullet 1 and 2 in section 4.4.1. Also steps 3, 4, 5 and 6 need to be carried out at the transition of a Period. Generally, audio/video switching across period boundaries may not be seamless. According to ISO/IEC 23009-1, section 7.2.1, at the start of a new Period, the playout procedure of the media content components may need to be adjusted at the end of the preceding Period to match the PeriodStart time of the new Period as there may be small overlaps or gaps with the Representation at the end of the preceding Period. Overlaps (respectively gaps) may result from Media Segments with actual presentation duration of the media stream longer (respectively shorter) than indicated by the Period duration. Also in the beginning of a Period, if the earliest presentation time of any access unit of a Representation is not equal to the presentation time offset signalled in the @presentationTimeOffset, then the playout procedures need to be adjusted accordingly.
The client should play the content continuously across Periods, but there may be implications in terms of implementation to provide fully continuous and seamless playout. It may be the case that at Period boundaries, the presentation engine needs to be reinitialized, for example due to changes in formats, codecs or other properties. This may result in a re-initialization delay. Such a re-initialization delay should be minimized. If the Media Presentation is of type dynamic, the addition of the re-initialisation delay to the playout may result in drift between the encoder and the presentation engine. Therefore, the playout should be adjusted at the end of each Period to provide a continuous presentation without adding drift between the time documented in the MPD and the actual playout, i.e. the difference between the actual playout time and the Period start time should remain constant. 
If the client presents media components of a certain Adaptation Set in one Period, and if the following Period has assigned an identical Asset Identifier, then the client should identify an associated Period and, in the absence of other information, continue playing the content in the associated Adaptation Set.
If furthermore the Adaptation Sets are period-continuous, i.e. the presentation times are continuous and this is signalled in the MPD, then the client shall seamlessly play the content across the Period boundary under the constraints in section 4.3.3.2. Most suitably the client may continue playing the Representation in the Adaptation Set with the same @id, but there is no guarantee that this Representation is available. In this case the client shall seamlessly switch to any other Representation in the Adaptation Set.
[bookmark: _Ref254526146][bookmark: _Toc267721364][bookmark: _Ref256460286]Joining, Initial Buffering and Playout Recommendations
General 
A DASH client should start playout from:
· The time indicated by the MPD Anchor, if one is present
· The live edge, if there is no MPD Anchor and MPD@type="dynamic". 
Joining at the live edge 
For joining at the live edge there are basically two high-level strategies:
· Every client participating in the service commits to the same presentation delay (PD) relative to the announced segment availability start time at start-up and in continuous presentation, possible using one suggested by the Content Provider and then attempts to minimise start-up latency and maintain the buffer. The content provider may have provided the MPD@suggestedPresentationDelay (SPD) or may have provided this value by other means outside the DASH formats.
· The client individually picks the presentation delay (PD) in order to maximize stable quality and does this dependent on its access, user preferences and other considerations. 
In both cases the client needs to decide, which segment to download first and when to schedule the playout of the segment based on the committed PD. 
A DASH client would download an available segment and typically render the earliest presentation time EPT(k) of the segment at  PSwc[i] + (EPT(k) - o[r,i]) + PD. As PD may be quite large, for example in order to provision for downloading in varying bitrate conditions, and if a segment is downloaded that was just made available it may result in larger start up delay. 
Therefore, a couple of strategies may be considered as a tradeoff of for start-up delay, presentation delay and sufficient buffer at the beginning of the service, when joining at the live edge:
1. The client downloads the next available segment and schedules playout with delay PD. This maximizes the initial buffer prior to playout, but typically results in undesired long start-up delay.
2. The client downloads the latest available segment and schedules playout with delay PD. This provides large initial buffer prior to playout, but typically results in undesired long start-up delay.
3. The client downloads the earliest available segment that can be downloaded to schedules playout with delay PD. This provides a smaller initial prior to playout, but results in reasonable start-up delay. The buffer may be filled gradually by downloading later segments faster than their media playout rate, i.e. by initially choosing Representations that have lower bitrate than the access bandwidth.
In advanced strategies the client may apply also one or more of the following: 
1. actual rendering may start not with the sample of the earliest presentation time, but the one that matches as closely as possible PSwc[i] + (PT - o[r,i]) + PD equal to NOW. 
2. The client may start rendering even if only a segment is downloaded partially. More details are discussed in section 9.
[bookmark: _Toc267721365]Requirements and Recommendations
In summary, a client that access an dynamic MPD shall at least obey the following rules:
· The client shall be able to consume single Period and multi-Period content
· If multi-period content is offered in a seamless manner, the client shall play seamlessly across Period boundaries
[bookmark: _Ref254280615][bookmark: _Ref254414209][bookmark: _Ref254533353][bookmark: _Toc267721366]Simple Live Service Offering including MPD Updates
[bookmark: _Toc267721367]Background and Assumptions
If many cases, the service provider cannot predict that an MPD that is once offered, may be used for the entire Media Presentations. Examples for such MPD changes are:
· The duration of the Media Presentation is unknown
· The Media Presentation may be interrupted for advertisements which requires proper splicing of data, for example by adding a Period
· Operational issues require changes, for example the addition of removal of Representations or Adaptation Sets.
· Operational problems in the backend, for example as discussed in section 8.
· Changes of segment durations, etc.
In this case the MPD typically only can describe a limited time into the future. Once the MPD expires, the service provider expects the client to recheck and get an updated MPD in order to continue the Media Presentation.
The main tool in MPEG-DASH is Media Presentation Description update feature as described in section 5.4 of ISO/IEC 23009-1. The MPD is updated at the server and the client is expected to obtain the new MPD information once the determined Segment List gets to an end.
If the MPD contains the attribute MPD@minimumUpdatePeriod, then the MPD in hand will be updated.
According to the clustering in section 3, we distinguish two different types of live service offerings:
· MPD controlled live service offering: In this case the DASH client typically frequently polls the MPD update server whether an MPD update is available or the existing MPD can still be used. The update frequency is controlled by MPD based on the attribute MPD@minimumUpdatePeriod. Such a service offering along with the client procedures is shown in section 5.2.
· MPD and segment controlled offerings. In this case the DASH client needs to parse segments in order to identify MPD validity expirations and updates on the MPD update server. MPD expiry events as described in section 5.10 of ISO/IEC 23009-1 "are pushed" to the DASH client as parts of downloaded media segments. This offering along with the client procedures is shown in section6.
This section describes the first type of offering. In section 6 the MPD and segment controlled offerings are described. Under certain circumstances a service offering may be provided to both types of clients. An overview how such a service offering may be generated is shown in Annex A.
[bookmark: _Ref262477585][bookmark: _Toc267721368]Preliminaries
[bookmark: _Toc267721369]MPD Information
As the MPD is typically updated over time on the server, the MPD that is accessed when joining the service as well as the changes of the MPD are referred to as MPD instances in the following. This expresses that for the same service, different MPDs exist depending on the time when the service is consumed.
Assume that an MPD instance is present on the DASH server at a specific wall-clock time NOW. For an MPD-based Live Service Offering, the MPD instance may among others contain information as available in Table 6. Information included there may be used to compute a list of announced Segments, Segment Availability Times and URLs.
[bookmark: _Ref254618576]Table 6 – Information related to Live Service Offering with MPD-controlled MPD Updates
	MPD Information
	Status
	Comment

	MPD@type
	mandatory, set to "dynamic"
	the type of the Media Presentation is dynamic, i.e. Segments get available over time.

	MPD@availabilityStartTime
	mandatory
	the start time is the anchor for the MPD in wall-clock time. The value is denoted as AST.

	MPD@minimumUpdatePeriod
	mandatory
	this field is mandatory except for the case where the MPD@mediaPresentationDuration  is present. However, such an MPD falls then in an instance as documented in section 4.

	Period@start
	mandatory
	the start time of the Period relative to the MPD availability start time. The value is denoted as PS.

	SegmentTemplate@media
	mandatory
	The template for the Media Segment

	SegmentTemplate@startNumber
	optional default
	number of the first segment in the Period. The value is denoted as SSN.

	SegmentTemplate@duration
	exactly one of SegmentTemplate@duration or SegmentTemplate.SegmentTimeline must be present
	the duration of each Segment in units of a time. The value divided by the value of @timescale is denoted as MD[k] with k=1, 2, ... The segment timeline may contain some gaps.

	SegmentTemplate.SegmentTimeline
	
	


[bookmark: _Ref254539418][bookmark: _Toc267721370]Segment Information Derivation
Based on an MPD instance including information as documented in Table 6 and available at time NOW on the server, a DASH client may derive the information of the list of Segments for each Representation in each Period.
If the Period is the last one in the MPD and the MPD@minimumUpdatePeriod is present, then the time PEwc[i]  is obtained as the sum of NOW and the value of MPD@minimumUpdatePeriod.
Note that with the MPD present on the server and NOW progressing, the Period end time is extended. This issue is the only change compared to the segment information generation in section 4.2.2.
[bookmark: _Toc267721371]Some Special Cases
If the MPD@minimumUpdatePeriod is set to 0, then the MPD documents all available segments on the server. In this case the @r count may be set accurately as the server knows all available information.
[bookmark: _Ref262477858][bookmark: _Toc267721372]Service Offering Requirements and Guidelines
[bookmark: _Toc267721373]General
The same service requirements as in section 4.3.1 hold for any time NOW the MPD is present on the server with the interpretation that the Period end time PEwc[i] of the last Period is obtained as the sum of NOW and the value of MPD@minimumUpdatePeriod.
In order to offer a simple live service with unknown presentation end time, but only a single Period and the following details are known in advance, 
· start at wall-clock time START, 
· location of the segments for each Representation at " http://example.com/$RepresentationID$/$Number$",
a service provider may offer an MPD with values according to Table 7.
[bookmark: _Ref254618633][bookmark: _Toc262706075]Table 7 – Basic Service Offering with MPD Updates
	MPD Information
	Value

	MPD@type
	dynamic

	MPD@availabilityStartTime
	START

	MPD@publishTime
	PUBTIME1

	MPD@minimumUpdatePeriod
	MUP

	MPD.BaseURL
	"http://example.com/"

	Period@start
	PSTART

	SegmentTemplate@media
	"$RepresentationID$/$Number$"

	SegmentTemplate@startNumber
	1

	SegmentTemplate@duration
	SDURATION


According to the work-flow shown in Figure 1, 
· the MPD is generated and published prior to time START such that DASH clients may access it prior to the start of the Media Presentation. The MPD gets assigned a publish time PUBTIME, typically a value that is prior to START + PSTART
· no redundant tools are considered.
· the encoder and the segmenter generate segments of duration SDURATION and publish those on the origin server, such that they are available at URL[k] latest at their announced segment availability start time SAST[k].
Based on the details in section 4.2.2 and 5.2.2, the Segment Information can be derived at each time NOW by determining the end time of the Period PEwc[1] = NOW + MUP.
The service provider may leave the MPD unchanged on the server. If this is the case the Media Presentation may be terminated with an updated MPD that 
· adds the attribute MPD@mediaPresentationDuration with value PDURATION
· removes the attribute MPD@minimumUpdatePeriod
· changes the MPD@publishTime attribute to PUBTIME2
The MPD must be published latest at the end of the Media Presentation minus the value of MUP, i.e. PUBTIME2 <= START + PSTART + PDURATION - MUP. 
The minimum update period may also be changed during an ongoing Media Presentation. Note that as with any other change to the MPD, this will only be effective with a delay in media time of the value of the previous MUP. 
The principles in this document also holds for multi-period content, for which an MPD update may add a new Period. In the same way as for signalling the end of the Media Presentation, the publish time of the updated MPD with the new period needs to be done latest at the start of the new Period minus the value of the MPD@minimumUpdatePeriod attribute of the previous MPD.
[bookmark: _Toc267721374]Setting the Minimum Update Period Value
Setting the value of the minimum update period primarily affects two main service provider aspects: A short minimum update period results in the ability to change and announce new content in the MPD on shorter notice. However, by offering the MPD with a small minimum update period, the client requests an update of the MPD more frequently, potentially resulting in increased uplink and downlink traffic. 
A special value for the minimum update period is 0. In this case, the end time of the period is the current time NOW. This implies that all segments that are announced in the MPD are actually available at any point in time. This also allows changing the service provider to offer changes in the MPD that are instantaneous on the media timeline, as the client, prior for asking for a new segment, has to revalidate the MPD. 
[bookmark: _Toc267721375]Permitted Updates in an MPD
According to section 5.4 of ISO/IEC 23009-1, when the MPD is updated 
· the value of MPD@id, if present, shall be the same in the original and the updated MPD;
· 	the values of any Period@id attributes shall be the same in the original and the updated MPD, unless the containing Period element has been removed;
· 	the values of any AdaptationSet@id attributes shall be the same in the original and the updated MPD unless the containing Period element has been removed;
· 	any Representation with the same @id and within the same Period as a Representation appearing in the previous MPD shall provide functionally equivalent attributes and elements, and shall provide functionally identical Segments with the same indices in the corresponding Representation in the new MPD.
In addition, updates in the MPD only extend the timeline. This means that information provided in a previous version of the MPD shall not be invalidated in an updated MPD. For failover cases, refer to section 8.
In order to make the MPD joining friendly and to remove data that is available in the past, any segments that have fallen out of the time shift buffer may no longer be announced in the MPD. In this case, the Period start may be moved by changing one or both, MPD@availabilityStartTime and Period@start. However, this requires that the @startNumber, @presentationTimeOffset and S values need to be updated such that the Segment Information according to section 4.2.2.6 is not modified over an MPD update.
If Representations and Adaptations Sets are added or removed or the location of the Segments is changed, it is recommended to update the MPD and provide Adaptation Sets in a period-continuous manner as defined in section 4.3.3.2.
[bookmark: _Toc267721376]Usage of Segment Timeline 
If the Segment Timeline is used and @minimumUpdatePeriod greater than 0, then 
· the operation as described in section 4.3.4 applies, and for all Representations that use the Segment Timeline:
· the @r value of the last S element of the last regular Period shall be a negative value,
· only $Number$ template shall be used,
· an MPD may be published for which the additional S elements are added at the end. An addition of such S element shall be such that clients that have not updated the MPD can still generate the Segment Information based on the previous MPD up to the Period end time. Note that this may lead that such clients have a different segment availability time, but the availability time may be corrected once the MPD is updated.
An example for such an offering is shown in Table 8 where the RVALUE needs to be increased by 1 for each newly published segment.
[bookmark: _Ref254618690]Table 8 – Service Offering with Segment Timeline and MUP greater than 0
	MPD Information
	Value

	MPD@type
	dynamic

	MPD@availabilityStartTime
	START

	MPD@publishTime
	PUBTIME1

	MPD@minimumUpdatePeriod
	MUP > 0

	MPD.BaseURL
	"http://example.com/"

	Period@start
	PSTART

	SegmentTemplate@media
	"$RepresentationID$/$Time$"

	SegmentTemplate@d
	SDURATION

	SegmentTemplate.SegmentTimeline.S@r
	-1


[bookmark: _Ref256678337][bookmark: _Ref262715901][bookmark: _Toc267721377]MPD-based Live Client Operation based on MPD
In an extension to the description in section 4.4.1 and section 4.4.3, the client now has access to an MPD and the MPD contains the MPD@minimumUpdatePeriod, for example following the parameters in Table 7. The start time of each Period is computed as period start time PSwc[i] and the MPD-URL does not include any fragment parameters according to section 4.3.5. 
The client fetches an MPD with parameters in Table 6 access to the MPD at time FetchTime, at its initial location if no MPD.Location element is present, or at a location specified in any present MPD.Location element. FetchTime is defined as the time at which the server processes the request for the MPD from the client. The client typically should not use the time at which it actually successfully received the MPD, but should take into account delay due to MPD delivery and processing. The fetch is considered successful either if the client obtains an updated MPD or the client verifies that the MPD has not been updated since the previous fetching.
If the client fetches the MPD using HTTP, the client should use conditional GET methods as specified in RFC 2616 [9], clause 9.3 to reduce unnecessary network usage in the downlink.
In an extension of bullet 3 in section 4.4.1 and section 4.4.3 
the client creates a list of accessible Segments at least for each selected Representation taking into account the information in the MPD as documented in Table 6 and the current time NOW by using the Period end time of the last Period as FetchTime +  MUP. 
In an extension of bullet 9 in section 4.4.1 and section 4.4.3, 
the client consumes media in last announced Period. Once the client is consuming media contained in the Segments towards the end of the announced Period, i.e. requesting segments with segment availability start time close to the validity time of the MPD defined as FetchTime + MUP, them, then the DASH client needs to fetch an MPD at its initial location if no MPD.Location element is present, or at a location specified in any present MPD.Location element. 
If the client fetches the updated MPD using HTTP, the client should use conditional GET methods as specified in RFC 2616, clause 9.3 to reduce unnecessary network usage in the downlink.
The client parses the MPD and generates a new segment list based on the new FetchTime and MUP of the updated MPD. The client searches for the currently consumed Adaptation Sets and Representations and continues the process of downloading segments based on the updated Segment List.
[bookmark: _Ref262715969][bookmark: _Ref263689242][bookmark: _Ref267317354][bookmark: _Ref267317879][bookmark: _Toc267721378]MPD and Segment-based Live Service Offering
[bookmark: _Toc267721379]Preliminaries
[bookmark: _Toc267721380]MPD Information
In order to offer a service that relies on both, information in the MPD and in Segments, the Service Provider may announce that Segments contains inband information. An MPD as shown in Table 9 provides the relevant information. In contrast to the offering in Table 6, the following information is different:
· The MPD@minimumUpdatePeriod is present but is recommended to be set to 0 in order to announce instantaneous segment updates.
· The MPD@publishTime is present in order to identify different versions of MPD instances.
· At least one Representation contains Representation.InbandEventStream with @schemeIDURI set to urn:mpeg:dash:event:2012 and the @value is 1 or 2.
The information included there may be used to compute a list of announced Segments, Segment Availability Times and URLs.
Table 9 – Service Offering with MPD and Segment-based Live Services
	MPD Information
	Status
	Comment

	MPD@type
	mandatory, set to "dynamic"
	the type of the Media Presentation is dynamic, i.e. Segments get available over time.

	MPD@publishTime
	mandatory
	specifies the wall-clock time when the MPD was generated and published at the origin server. MPDs with a later value of @publishTime shall be an update as defined in 5.4 to MPDs with earlier @publishTime.

	MPD@availabilityStartTime
	mandatory
	the start time is the anchor for the MPD in wall-clock time. The value is denoted as AST.

	MPD@minimumUpdatePeriod
	mandatory
	recommended/mandate to be set to 0 to indicate that frequent DASH events may occur

	Period@start
	mandatory
	the start time of the Period relative to the MPD availability start time. The value is denoted as PS.

	Representation.InbandEventStream
	mandatory
	if the @schemeIDURI is urn:mpeg:dash:event:2012 and the @value is 1 or 2, then this described an Event Stream that supports extending the validity of the MPD.

	SegmentTemplate@media
	mandatory
	The template for the Media Segment

	SegmentTemplate@startNumber
	optional default
	number of the first segment in the Period. The value is denoted as SSN.

	SegmentTemplate@duration
	exactly one of SegmentTemplate@duration or SegmentTemplate.SegmentTimeline must be present
	the duration of each Segment in units of a time. The value divided by the value of @timescale is denoted as MD[k] with k=1, 2, ... The segment timeline may contain some gaps.

	SegmentTemplate.SegmentTimeline
	
	


[bookmark: _Toc267721381]Segment Information Derivation
Based on an MPD instance including information as documented in Table 6 and available at time NOW on the server, a DASH client may derive the information of the list of Segments for each Representation in each Period.
If the Period is the last one in the MPD and the MPD@minimumUpdatePeriod is present, then the time PEwc[i]  is obtained as the sum of NOW and the value of MPD@minimumUpdatePeriod.
Note that with the MPD present on the server and NOW progressing, the Period end time is extended. This issue is the only change compared to the segment information generation in section 4.2.2.
If the MPD@minimumUpdatePeriod is set to 0, then the MPD documents all available segments on the server. In this case the @r count may be set accurately as the server knows all available information.
[bookmark: _Ref262715972][bookmark: _Ref267661409][bookmark: _Toc267721382]Service Offering Requirements and Guidelines
[bookmark: _Toc267721383]Background
In section 5.10 of ISO/IEC 23009-1, section 5.10, DASH events are defined. For service offerings based on the MPD and segment controlled services, the DASH events specified in section 5.10.4 may be used. Background is provided in the following.
DASH specific events that are of relevance for the DASH client are signalled in the MPD. The URN "urn:mpeg:dash:event:2012" is defined to identify the event scheme defined in Table 10.
[bookmark: _Toc262706076]Table 10 InbandEventStream@value attribute for scheme with a value "urn:mpeg:dash:event:2012"
	@value
	Description

	1
	indicates that MPD validity expiration events as defined in 5.10.4.2 are signalled in the Representation. MPD validity expiration is signalled in the event stream as defined in 5.10.4.2 at least in the last segment with earliest presentation time smaller than the event time.

	2
	indicates that MPD validity expiration events as defined in 5.10.4.3 are signalled in the Representation. MPD validity expiration is signalled in the event stream as defined in 5.10.4.2 at least in the last segment with earliest presentation time smaller than the event time. In addition the message includes an MPD Patch as defined in 5.10.4.3 in the message_data field.

	3
	indicates that MPD validity expiration events as defined in 5.10.4.3 are signalled in the Representation. MPD validity expiration is signalled in the event stream as defined in 5.10.4.2 at least in the last segment with earliest presentation time smaller than the event time. In addition the message includes a full MPD as defined in 5.10.4.4 in the message_data field.


MPD validity expiration events provide the ability to signal to the client that the MPD with a specific publish time can only be used up to a certain media presentation time.
Figure 4 shows an example for MPD validity expiration method. An MPD signals the presence of the scheme in one or several Representations. Once a new MPD gets available, that adds new information not present in the MPD with @publishTime="2012-11-01T09:06:31.6", the expiration time of the current MPD is added to the segment by using the emsg box. The information may be present in multiple segments.
[image: ]
Figure 4 Example for MPD validity expiration to signal new Period
If the scheme_id_uri is set to "urn:mpeg:dash:event:2012" and the value is set to 1, then the fields in the event message box document the following:
· the  message_data field contains the publish time of an MPD, i.e. the value of the MPD@publishTime.  
· 	The media presentation time beyond the event time (indicated time by presentation_time_delta) is correctly described only by MPDs with publish time greater than indicated value in the message_data field.
· 	the event duration expresses the remaining duration of Media Presentation from the event time. If the event duration is 0, Media Presentation ends at the event time. If 0xFFFF, the media presentation duration is unknown. In the case in which both presentation_time_delta and event_duration are zero, then the Media Presentation is ended.
This implies that clients attempting to process the Media Presentation at the event time or later are expected to operate on an MPD with a publish time that is later than the indicated publish time in this box.
Note that event boxes in different segments may have identical id fields, but different values for presentation_time_delta if the earliest presentation time is different across segments. 
[bookmark: _Toc267721384]Service Offering 
A typical service offering with an Inband event stream is provided in Table 11. In this case the MPD contains information that one or multiple or all Representations contain information that the Representation contains an event message box flow in order to signal MPD validity expirations. The MPD@publishTime shall be present.
[bookmark: _Toc262706077]Table 11 – Basic Service Offering with Inband Events
	MPD Information
	Value

	MPD@type
	dynamic

	MPD@availabilityStartTime
	START

	MPD@publishTime
	PUBTIME1

	MPD@minimumUpdatePeriod
	MUP

	MPD.BaseURL
	"http://example.com/"

	Period@start
	PSTART

	InbandEventStream@scheme_id_URI
	urn:mpeg:dash:event:2012

	InbandEventStream@value
	1 or 3

	SegmentTemplate@duration
	SDURATION


Requirements and Recommendations
For a service offering based on MPD and segment-based controls, the DASH events shall be used to signal MPD validity expirations. 
In this case the following shall apply:
· at least all Representations of all audio Adaptation Sets shall contain an InbandEventStream element with scheme_id_uri = "urn:mpeg:dash:event:2012"  and @value either set to 1 or set to 3.
· for each newly published MPD, that includes changes that are not restricted to any of the following (e.g. a new Period):
· The value of the MPD@minimumUpdatePeriod is changed,
· The value of a SegmentTimeline.S@r has changed, 
· A new SegmentTimeline.S element is added
· Changes that do not modify the semantics of the MPD, e.g. data falling out of the timeshift buffer can be removed, changes to service offerings that do not affect the client, etc.
the following shall be done
· a new MPD shall be published with a new publish time MPD@publishTime
· an 'emsg' box shall be added to each segment of each Representation that contains an InbandEventStream element with 
· scheme_id_uri = "urn:mpeg:dash:event:2012" 
· @value either set to 1 or set to 3
· If @value set to 1 or 3
· the value of the MPD@publishTime of the previous MPD as the message_data
In addition, the following recommendations should be taken into account: All Representations of at least one media type/group contain an InbandEventStream element with scheme_id_uri = "urn:mpeg:dash:event:2012"  and @value either set to 1 or set to 3.
[bookmark: _Ref267661465][bookmark: _Toc267721385]Client Requirements and Guidelines
[bookmark: _Toc267721386]Introduction
A DASH client is guided by the information provided in the MPD. An advanced client model is shown in Figure 6. In contrast to the client in section 5.4, the advanced client requires parsing of segments in order to determine the following information:
· to expand the Segment List, i.e. to generate the Segment Availability Start Time as well as the URL of the next Segment by parsing the Segment Index.
· to update the MPD based on Inband Event Messages using the 'emsg' box with scheme_id_uri="urn:mpeg:dash:event:2012"  and @value either set to 1 or set to 2.
[image: ]
[bookmark: _Ref262663841]Figure 6 Advanced Client Model
Assumes that the client has access to an MPD and the MPD contains the mandatory parameters in Table 9, i.e., it contains the following information:
· MPD@minimumUpdatePeriod is set to 0
· MPD@publishTime is included and the value is set to PUBTIME
· At least on Representation is present that contains an InbandEventStream element with scheme_id_uri="urn:mpeg:dash:event:2012"  and @value either set to 1 or set to 3.
· Either the @duration or SegmentTimeline for the Representation is present.
In an extension of bullet 7, 8 and 9 in section 4.4.1 and section 4.4.3, the following example client behaviour may provide a continuous streaming experience to the user as documented in the following.
[bookmark: _Toc267721387]MPD Validity expiration and Updates
The DASH client shall download at least one Representation that contains InbandEventStream element with scheme_id_uri = "urn:mpeg:dash:event:2012"  and @value either set to 1 or set to 3. It shall parse the segment at least up to the first 'moof' box. The DASH client shall parse the segment information and extract the following values:
· ept the earliest presentation time of the media segment
· dur the media presentation duration of the media segment
If an 'emsg' is detected scheme_id_uri = "urn:mpeg:dash:event:2012"  and @value either set to 1 or set to 3, the DASH client shall parse the segment information and extract the following values:
· emsg.publish_time the publish time documented in the message data of the emsg, either directly or from the patch.
· emsg.ptd the presentation time delta as documented in the emsg.
· emsg.ed the event duration as documented in the emsg
After parsing, the Segment is typically forwarded to the media pipeline if it also used for rendering, but it may either be dumped (if the Representation is only used to access the DASH event, such as muted audio). 
If no 'emsg' validity expiration event is included, then
· the current MPD can at least be used up to a media presentation time ept + dur
else if an 'emsg' validity expiration event is included, then 
· the MPD with publish time equal to emsg.publish_time can only be used up to a media presentation time ept + emsg.ptd. Note that if dur > emsg.ptd, then the Period is terminated at ept + emsg.ptd.
· any MPD with publish time greater than emsg.publish_time can at least be used up to a media presentation time ept + emsg.ptd
· prior to generating a segment request with earliest presentation time greater than ept + emsg.ptd, the MPD shall either
· be refetched and updated by the client.
· or if @value=3, it may be used as included in the message.
[bookmark: _Toc267721388]Extended Segment Information
The DASH client shall download the selected Representation and shall parse the segment at least up to the first 'moof' box. The DASH client shall parse the segment information and extract the following values:
· ept the earliest presentation time of the media segment
· if the Segment Index is present use the Segments Index
· if not use the baseMediaDecodeTime in 'tfdt' of the first movie fragment as the earliest presentation time 
· dur the media presentation duration of the media segment
· if the Segment Index is present use the Segments Index
· if not use aggregated sample durations of the first movie fragment as the duration
Using this information, the DASH client should extend the Segment information and, if present the Segment Timeline with the information provided in the Segment. This information can then be used to generate the URL of the next Segment of this Representation. This avoids that the client fetches the MPD, but uses the information of the Segment Timeline. However, in any doubt of the information, for example if a new Adaptation Set is selected, or if Segments or lost, or in case of other operational issues, the DASH client may refetch the MPD in order to obtain the complete information from the MPD.
[bookmark: _Ref263688476][bookmark: _Ref267320994][bookmark: _Toc267721389]Availability Time Synchronization between Client and Server
[bookmark: _Toc267721390]Background
According to ISO/IEC 23009-1 [1] and section 4, in order to properly access MPDs and Segments that are available on origin servers or get available over time, DASH servers and clients should synchronize their clocks to a globally accurate time standard. 
Specifically Segment Availability Times are expected to be wall-clock accurately announced in the MPD and the client needs to have access to the same time base as the MPD generation in order to enable a proper service. In order to ensure this, this section provides server and client requirements to ensure proper operation of a live service.
[bookmark: _Toc267721391]Service Provider Requirements and Guidelines
If the Media Presentation is dynamic or if the MPD@availabilityStartTime is present then the service shall provide a Media Presentation as follows:
· The segment availability times announced in the MPD should be generated from a device that is synchronized to a globally accurate timing source, preferably using NTP.
· The MPD should contain at least one UTCTiming element with @schemeIdURI set to one of the following:
· urn:mpeg:dash:utc:ntp:2014
· urn:mpeg:dash:utc:http-head:2014
· urn:mpeg:dash:utc:http-xsdate:2014
· urn:mpeg:dash:utc:http-iso:2014
· urn:mpeg:dash:utc:http-ntp:2014
· If the MPD does not contain any element UTCTiming then the segments shall be available latest at the announced segment availability time using a globally accurate timing source.
· If the MPD contains an element UTCTiming then 
· the announced timing information in the UTCTiming shall be accessible to the DASH client, and
· the segments shall be available latest at the announced segment availability time in the MPD for any device that uses one of announced time synchronization methods at the same time.
If  urn:mpeg:dash:utc:http-head:2014 is used, then the server specified in the  @value attribute of the UTCTiming element should be the server hosting the DASH segments such that with each request the Date general-header field in the HTTP header (see RFC2616 [18], section 14.18) can be used by the client to maintain synchronization.
Note that in practical deployments segment availability may be an issue due to failures, losses, outages and so on. In this case the Server should use methods as defined in section 8 to inform DASH clients about potential issues on making segments available. 
A leap second is added to UTC every 18 months on average. A service provider should take into account the considerations here http://tools.ietf.org/id/draft-ietf-avtcore-leap-second-07.txt.
[bookmark: _Toc267721392]Client Requirements and Guidelines
If the Media Presentation is dynamic or if the MPD@availabilityStartTime is present then client should do the following:
· If the MPD does not contain any element UTCTiming it should acquire an accurate wall-clock time from its system. The anticipated inaccuracy of the timing source should be taken into account when requesting segments close to their segment availability time boundaries. 
· If the MPD contains one or several elements UTCTiming then the client should at least use one of the announced timing information in the UTCTiming to synchronize its clock. The client must not request segments prior to the segment availability start time with reference to any of the chosen UTCTiming methods. The client may take into account the accuracy of the timing source as well as any transmission delays if it makes segment requests.
· Clients shall observe any difference between their timezone and the one identified in the MPD, as MPDs may indicate a time which is not in the same timezone as the client.
· If the client observes that segments are not available at their segment availability start time, the client should use the recovery methods defined in section 8. 
· Clients should not access the UTCTiming server more frequently than necessary.
[bookmark: _Ref254438581][bookmark: _Toc267721393]Robust Operation
[bookmark: _Toc267721394]Background
In order to support some of the advanced use cases documented in section 2, robust service offerings and clients are relevant. This document lists the relevant ones.
[bookmark: _Toc267721395]Tools for Robust Operations
[bookmark: _Toc267721396]General Robustness
General Guidelines in ISO/IEC 23009-1 [1] DASH spec in A.7:
· The DASH access client provides a streaming service to the user by issuing HTTP requests for Segments at appropriate times. The DASH access client may also update the MPD by using HTTP requests. In regular operation mode, the server typically responds to such requests with status code 200 OK (for regular GET) or status code 206 Partial Content (for partial GET) and the entity corresponding to the requested resource. Other Successful 2xx or Redirection 3xx status codes may be returned.
· HTTP requests may result in a Client Error 4xx or Server Error 5xx status code. Some guidelines are provided in this subclause as to how an HTTP client may react to such error codes.
· If the DASH access client receives an HTTP client or server error (i.e. messages with 4xx or 5xx error code), the client should respond appropriately (e.g. as indicated in RFC 2616) to the error code. In particular, clients should handle redirections (such as 301 and 307) as these may be used as part of normal operation.
· If the DASH access client receives a repeated HTTP error for the request of an MPD, the appropriate response may involve terminating the streaming service.
· If the DASH access client receives an HTTP client error (i.e. messages with 4xx error code) for the request of an Initialization Segment, the Period containing the Initialization Segment may not be available anymore or may not be available yet. 
· Similarly, if the DASH access client receives an HTTP client error (i.e. messages with 4xx error code) for the request of a Media Segment, the requested Media Segment may not be available anymore or may not be available yet. In both these case the client should check if the precision of the time synchronization to a globally accurate time standard is sufficiently accurate. If the clock is believed accurate, or the error re-occurs after any correction, the client should check for an update of the MPD.
· Upon receiving server errors (i.e. messages with 5xx error code), the client should check for an update of the MPD. If multiple BaseURL elements are available, the client may also check for alternative instances of the same content that are hosted on a different server.
[bookmark: _Toc267721397]Client Server Synchronization Issues
Based on the above discussions, the Time Synchronization API using the UTCTiming descriptor, and specifically the segment server to provide the Date response should be used. The details are provided in section 7.
[bookmark: _Toc267721398]Synchronization Loss of Segmenter 
In order to address synchronization loss issues at the segmenter, the following options from the DASH standard should be considered with preference according to the order below:
· The server is required to always offer a conforming media stream. In case the input stream or encoder is lost, the content author may always add dummy content. This may be done using a separate Period structure and is possible without any modifications of the standard.
· Short Periods as included Cor.1 of the second edition of ISO/IEC 23009-1. Short Periods may be added that contain both Period@start and Period@duration. This expresses that for this Period no media is present at least for the time as expressed by the @duration attribute. Such Periods should only be used if Media Presentation author is experiencing issues in generating media, e.g. due to failures of a live feed.  The MPD is updated using the @minimumUpdatePeriod, i.e. the timeline is progressing. This permits server to signal that there is an outage of media generation, but that the service is continuing. It is then up to the client to take appropriate actions. 
[bookmark: _Toc267721399]Encoder Clock Drift
In order to support robust offering even under encoder drift circumstances, the segmenter should avoid being synced to the encoder clock. In order to improve robustness, in the case of an MPD-based offering Periods should be added in a period continuous manner. In the case of MPD and segment-based control, the producer reference box should be added to media streams in order for the media pipeline to be aware of such drifts. In this case the client should parse the segment to obtain this information.
[bookmark: _Toc267721400]Segment Unavailability
To address signalling of segment unavailability between the client and server and to indicate the reason for this, it is recommended to use regular 404s with the Date-Header specifying the time of the server. The DASH client, when receiving a 404, knows that if its time is matching the Date Header, then the loss is due to a segment loss.
[bookmark: _Toc267721401]Swapping across Redundant Tools
To enable swapping across redundant tools doing hot and warm swaps, the following should be considered 
· the content author is offering the service redundant to the client (for example using multiple BaseURLs) and the client determines the availability of one or the other. This may be possible under certain circumstances
· Periods may be inserted at a swap instance in order to provide the new information after swap. If possible, the offering may be continuous, but the offering may also be non-continuous from a media time perspective.
· A completely new MPD is sent that removes all information that was available before any only maintains some time continuity. However, this tool is not fully supported yet in any DASH standard and not even considered. 
There is a clear preference for the bullets above in their order 1, 2 and 3 as the service continuity is expected to be smoother with higher up in the bullet list. At the same time, it may be the case that the failure and outages are severe and only the third option may be used.
[bookmark: _Toc267721402]Service Provider Requirements and Guidelines
The requirements and guidelines in subsections 8.2 to 8.7 shall be followed.
[bookmark: _Toc267721403]Client Requirements and Guidelines
The client shall implement proper methods to deal with service offerings provided in section 8.2 to 8.7.
[bookmark: _Ref254413344][bookmark: _Toc267721404]Low-Latency and Start-up Operation
Note: This is considered for the second version of this document
[bookmark: _Toc267721405]Distribution over Broadcast Links
Note: This is considered for the second version of this document
[bookmark: _Toc267721406]Encryption and Conditional Access
Note: This is considered for the second version of this document
[bookmark: _Ref255219436][bookmark: _Toc267721407]Ad Insertion in Live Content
Note: This is considered for the second version of this document
[bookmark: _Ref267321556][bookmark: _Toc267721408]Interoperability Points
[bookmark: _Toc267721409]Introduction
In order to provide interoperability based on the tools introduce in this document a restricted set of interoperability points are defined.
[bookmark: _Toc267721410]Legacy Live Interoperability Point
[bookmark: _Toc267721411]Definition
The legacy live interoperability point permits service offerings with formats defined in the first edition of ISO/IEC 23009-1 as well as in DASH-IF IOPs up to version 2. The DASH client is not required to parse media segments for proper operation, but can rely exclusively on the information in the MPD.
The profile identifier for this IOP is "http://dashif.org/guidelines/live-service-legacy".
[bookmark: _Toc267721412]Service Requirements and Recommendations
Service offerings claiming conformance to this IOP shall follow 
· the requirements and guidelines in section 4.3
· the requirements and guidelines in section 5.3
· the requirements and guidelines in section 7.2
· the requirements and guidelines in section 8.8
[bookmark: _Toc267721413]Client Requirements and Recommendations
Clients claiming conformance to this IOP shall follow 
· the requirements and guidelines in section 4.4
· the requirements and guidelines in section 5.4
· the requirements and guidelines in section 7.3
· the requirements and guidelines in section 8.9
[bookmark: _Toc267721414]Main Live Interoperability Point
[bookmark: _Toc267721415]Definition
The main live interoperability point permits service offerings with formats defined in the second edition of ISO/IEC 23009-1 [1] as well as in DASH-IF IOPs up to version 3 [2]. In this case the DASH client may be required to parse media segments for proper operation.
The profile identifier for this IOP is "http://dashif.org/guidelines/live-service-main".
[bookmark: _Toc267721416]Service Requirements and Recommendations
Service offerings claiming conformance to this IOP shall follow 
· the requirements and guidelines in section 4.3
· either
· the requirements and guidelines in section 5.3
· or
· the requirements and guidelines in section 6.2
· the requirements and guidelines in section 7.2
· the requirements and guidelines in section 8.8
[bookmark: _Toc267721417]Client Requirements and Recommendations
Clients claiming conformance to this IOP shall follow 
· the requirements and guidelines in section 4.4
· the requirements and guidelines in section 5.4
· the requirements and guidelines in section 6.3
· the requirements and guidelines in section 7.3
· the requirements and guidelines in section 8.9
[bookmark: _Toc267721418]Hybrid Deployments
Under certain circumstances, a Media Presentation may conform to both live profiles, for details refer to Annex A. If the service provider wants to permit that both types of clients access the content, it may add both profile identifiers to the MPD.
[bookmark: _Toc267721419]References
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[bookmark: _Toc267721420]Annex A: Hybrid Service Offering
As advanced DASH clients that support Segment parsing are not yet supported in DASH.264/AVC version 2.0 and in many deployments, it may be suitable to offer a service that is targeted to both types of clients, referred to as hybrid offering. This is shown in . In this case a MPD-based client will ignore the inband event stream as well as the MPD publish time and will only use the @minimumUpdatePeriod for MPD updates. This may result increased polling as well as in more latency if variable segment duration segments are offered. The MPD and Segment based client will make use of the offered signalling and reduce polling.
An MPD-based client shall be able to support the following service offerings:
· Dynamic Service offerings
· MPD-controlled Service offerings
· Hybrid service offerings, but only use the MPD-based relevant information
An MPD- and Segment-based client shall support
· Dynamic Service offerings
· MPD-controlled Service offerings
· Hybrid offerings using the MPD and Segment relevant information
· MPD- and Segment based offerings
[image: ]
[bookmark: _Toc267661802]Figure 7 Offering to Different Types of Clients
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