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1 Introduction
At SA#58, the Release 12 Work Item on Mobile Stereoscopic 3D Services Extensions (M3DV_Ext) was agreed [1]. This permanent document contains use cases, requirements and technologies for this Work Item.
2 References and Acronyms
2.1 Reference
[1]
3GPP SP-120768 "Mobile stereoscopic 3D services extensions ", SA58, 10-12 Dec, 2012, Barcelona, Spain
[2]
3GPP TS 26.245: "Transparent end-to-end Packet-switched Streaming Service (PSS); Timed Text Format".
[3]
3GPP TS 26.430: "Transparent end-to-end Packet-switched Streaming Service (PSS); Timed Graphic Format".
[4]
EN 300 743 1.4.1 "Digital Video Broadcasting (DVB); Subtitling systems"
[5]
S4-130163 “LS concerning 3D video formats signalling in SDP (To: IETF MMUSIC working group (RAI))”, Valencia, Spain, January 2013, 3GPP SA4#72
2.2 Key Acronyms
M3DV_Ext
Mobile Stereoscopic 3D Services Extensions
3 Use Cases, Requirements & Working Assumptions
3.1 3D Timed Text and Graphics
3.1.1 Use case description
3GPP SA4 has worked on timed text and graphics for 3GPP services which resulted in TS 26.245 [2] for timed text and TS 26.430 [3] for timed graphics. Both formats enable the placement of text and graphics in a multimedia scene relative to a video element. 3GPP Timed Text and Timed Graphics are composited on top of the displayed video and relative to the upper left corner of the video. A track positioning is defined by giving the coordinates of the upper left corner (tx, ty) and the box values are defined as the relative values from the top and left positions of the track, as illustrated in Figure 1 below.
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Figure 1 Example of text rendering position and composition defined by 3GPP Timed Text in 2D coordination system
With the introduction of stereoscopic video support, the placement of timed text and graphics will become more challenging. Simply overlaying the text or graphics element on top of the video will not result in satisfactory results, as it may confuse the viewer by communicating contradicting depth clues. As an example, a timed text box which is placed at the image plane with disparity 0, would over-paint objects in the scene with negative disparity.

In addition, text and graphics elements may be placed with an additional degree of freedom in the scene and as such would benefit from higher flexibility in laying out the element in the scene.
3.1.2 Working assumptions and operation points
The timed element should appear correctly on the stereoscopic display, showing correct depth cues. It should be possible dynamic change the position of timed element during play out of video content.  Moreover, the solution should consider the heterogeneous nature of 3GPP display devices in terms of screen sizes and viewing distances to ensure the best possible quality of the 3D service. The 3GPP Timed Text and Timed Graphics formats need to be extended appropriately to support correct and flexible layout. 
For terminals without 3D support the layout of the text or graphics element should fallback to 2D placement that is backwards compatible with 3GPP Timed Text and Timed Graphics, whenever possible.
3.1.3 Possible solution (z depth)
The above problem can be resolved by introducing a new z dimension when describing the position of the timed text and timed graphic tracks. The new dimension would be perpendicular to the image plane (display surface). Due to the new dimension, text and graphics boxes always would be placed parallel to the video track along the new z axis.

The additional dimension of positioning of the timed text and graphics tracks can be based on signalling the position of one corner of the box (tx, ty, tz) in the 3D space and  the width and height of the box (width, height). 3GP file format can be then extended by introducing new boxes that describe the position of the timed text and graphics tracks and boxes in the 3D space. The new boxes if present would override the information of the timed text and graphic tracks positioning in 2D space. Consequently, a natural fallback to 2D placement for the terminals without 3D support would be ensured. 

A terminal which supports the new 3D related signalling information would be able to project the box onto the target views (i.e. the left and right view) and create the 3D timed text and graphic reflecting correct depth placement with relation to the objects in the 3D video. This projective transform can be performed on the terminal side for each of the left and right views and based on the following equation (or any of its variants, including coordinate system adjustments):
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where Vx and Vy represent the pixel sizes in horizontal and vertical directions multiplied by the viewing distance, cx and cy represent the coordinates of the centre of projection for each of the left and right views, and (x,y,z) are the coordinates of the 3D point (in pixels) to be projected. Figure 2 depicts the perspective projection procedure, which results in the required perceived depth.
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Figure 2 Perspective projection
3.1.4 Possible solution (explicit disparity)

3.1.4.1 Background

In DVB [4] the left-right disparity is signaled as a pixel count to ‘shift’ each view from the ‘zero position’:

Disparity is the difference between the horizontal positions of a pixel representing the same point in space in the right and left views of a plano-stereoscopic image. Positive disparity values move the subtitle objects enclosed by a subregion away from the viewer whilst negative values move them towards the viewer. A value of zero places the objects enclosed by that subregion in the plane of the display screen.

To ensure that subtitles are placed at the correct depth and horizontal location the disparity shift values signalled shall be applied symmetrically to each view of any subregion and by implication any object bounded by the subregion. A positive disparity shift value for example of +7 will result in a shift of 7 pixels to the left in the left subtitle subregion image and a shift of 7 pixels to the right in the right subtitle subregion image. A negative disparity shift value of -7 will result in a shift of 7 pixels to the right in the left subtitle subregion image and a shift of 7 pixels to the left in the right subtitle subregion image. Note that the actual disparity of the displayed subtitle is therefore double the value of the disparity shift values signalled in the disparity integer and/or fractional fields carried in the DSS .

This solution would match this with a simple mechanism in 3GPP Timed Text and 3GPP Timed Graphics, such as is detailed in the following sections

3.1.4.2 Possible change to 26.245 (3GPP Timed Text)

We add the following as a sample modifier box.
5.17.1.X     Stereo Disparity
'disp' - Specifies a disparity for presenting the contents of this sample on a stereo display. The value expresses the pixel shift applied to each of the left and right views (so the total disparity is twice the given value).  A negative value indicates the text appears closer to the viewer than disparity zero (the left image is shifted right and the right image is shifted left), a positive disparity is the opposite.  The default disparity, in the absence of this box, is specified in the sample entry.

class DisparityBox() extends TextSampleModifierBox ('disp') {
   signed int(16)  view-disparity;
}
We also permit a DisparityBox in the sample entry, to set the default disparity for all samples that do not have an explicit disparity indication.

NOTE: 
This is similar to the handling of the text box, where a default is set up in the sample entry, and can be over-ridden in each sample.
3.1.4.3 Possible change to 26.430 (3GPP Timed Graphics)

We add that a DisparityBox is permitted in the sample entry and sample for all formats, not just for text.
3.2 Service provisioning based on depth range of the 3D content
3.2.1 Use case description
A service provider offers 3D content that is available as a DASH streaming service to a 3GPP 3D service capable UE. The 3D content is available in multiple representations differed in bitrates, resolutions, etc. similarly as is the case with the 2D content. However, the 3D content is also available with different depth ranges. Each depth range is targeted for specific display parameters, viewing distance, and a user’s preferences to ensure high quality 3D experience.
3.2.2 Working assumptions and operation points
Appropriate DASH signalling indicating the depth range or the target screen size of stereoscopic 3D video should be specified. DASH clients should be able to conclude based on such signalling the applicability/quality of the stereoscopic 3D video based on the prevailing contextual information. DASH client should be able also to conclude if DASH service content is suitable for a given hardware, i.e. if the depth range of the content is in the range of the comfort zone for a given hardware.

3.2.3 Possible solution
One possible solution would be to indicate the depth range in form of maximum and minimum disparity values of the stereoscopic 3D video provided over DASH service. The depth range of the stereoscopic 3D video could be then calculated based on the following equation: 
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where D is perceived 3D depth, V is viewing distance, I is inter-pupil distance of the viewer, sD is display pixel pitch of the screen (in horizontal dimension), and d is disparity. 

Another possible solution would be to indicate the screen width (or diagonal) or range of screen widths (or range of diagonals) for which the stereoscopic 3D video, provided over DASH service, is targeted for. Additionally to the target screen width, a target viewing distance or a range of viewing distances can been signalled. If the minimum and maximum disparities, target screen width, and target viewing distance are received by the client, the target depth range can be obtained from equation (2) and compared to the depth range at the client. In this case, the display pitch of the target (reference) display sDt can be estimated as Wt/H, where Wt is the display width and H is the horizontal resolution of the video sequence.

The calculated depth range based on maximum and minimum disparity or provided screen width (or diagonal) or range of screen widths (or range of diagonals) would allow DASH client to choose version of stereoscopic 3D video which would ensure the highest quality of the 3D experience on a given hardware.

In case of DASH service the maximum and minimum disparity, screen width (or diagonal) or range of screen widths (or range of diagonals) and viewing distance or a range of viewing distances could be signalled as part of MPD describing DASH service.
4 Other Issues
4.1 Mobile stereoscopic 3D video for MTSI 
One of the objectives of the Work Item is:
· “If there is interest for mobile stereoscopic 3D video for MTSI, then introduce support of mobile stereoscopic 3D video in the MTSI service.”
The objective was discussed during a joint meeting between VIDEO and MTSI SWGs at SA4#72 meeting in Valencia.  The group identified number of issues:

· At the moment no UE with 3D shooting system for conversational services cameras exists, which would be required to address the use case. 
· The capturing and display of 3D scenes poses a series of constraints that need to be addressed, in order to achieve a graceful user experience.
· The ability of the group to evaluate the technical solution is limited to identify gaps in the current 3GPP specifications based on technological choices which might not be relevant for the future. (e.g. 2D + depth, multi-views).
· The is no clear market demand today. 
Based on the above mentioned concerns, the group agreed to not address the objective in the current WI. However, a study item on the topic might be created, when the interest within the group arises in the future. The SI could address, among others, analysis on backward compatibility with non-3D UE, RTP payload, SIP format, and overall impact on 3GPP 26.114 architecture.

4.2 LS to ITEF
During the WI work a gap at the SIP/SDP level in the support 3D video services over PSS when using RTP has been identified. To address this issue an LS to the IETF was sent [5]. In the LS 3GPP SA4 requests IETF to provide a list and information about the time plan of any work related on the above mentioned issue.
* Lukasz Kondrad (HuaWei Technologies Co., Ltd) e-mail: lukasz.kondrad@huawei.com
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