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1 Introduction
This document discusses the issues that the source sees with fixed-mobile interworking. Some proposals for how to address these issues are also given. These issues and proposed solutions should be addressed in the WI End-to-end MTSI extensions, [1].
The overall goal with this work is to make interworking between IMS Multimedia Telephony in a 3GPP network and other IMS or non-IMS networks as efficient as possible. This means:

· Minimizing the need for media gateways (MGWs), especially when compatible codecs are used.

· When an MGW is needed, then the media handling in the MGW should be done such that it minimizes the performance problems that may arise due to transcoding, packet loss, jitter management, etc.
The intention with this contribution is to provide an initial list of issues and solutions. Both the list of issues and the proposed solutions can be extended and changed in future discussions.
2 Terminology

The following terminology is used in this document:
	ECN
	Explicit Congestion Notification

	IP network
	A generic IP based network. It could happen that the IP network is also an IMS network, but it could also happen that the IP network is the public Internet or something similar.

	MGW
	A generic Media Gateway. Does not necessarily comply with TS 26.114.

	MTSI
	Multimedia Telephony Service for IMS

“MTSI” is used in 3GPP/SA4 where other WGs typically use “MMTel”

	MTSI client
	An application level client that performs media handling for MTSI as specified in 3GPP TS 26.114, [2]. The MTSI client can either be implemented in a cellular phone (a UE), in an MGW, in a PC or in a tablet.

	MTSI client in terminal
	An MTSI client that is implemented in a UE, for example in a cellular phone or a PC. When this terminology is used then implementations in MGWs are not included.

	MTSI MGW
	An MTSI client implemented in a media gateway. There are several types of MGWs, depending on what interworking scenarios that are handled. The MGW can also be divided into a controller part and a process part (split architecture). In this context, MTSI MGW is used in a generic sense, without considering what type of gateway it represents or if it uses split architecture or not.

	MTU
	Maximum Transfer Unit

	NGN
	Next Generation Networks, fixed IP access, as defined in ETSI TISPAN

	VoIP client
	An application level client for Voice over IP that is not developed based on TS 26.114. Such a client may be based on Multimedia Telephony specifications developed in other SDOs but it is more likely that the VoIP client only complies with IETF RFCs.


3 Scope

The scope for this document is interworking between two or more IP networks where at least one of the IP networks uses 3GPP mobile access and where at least one client is an MTSI client in terminal.
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The yellow dashed boxes show where MGW handling may be performed. This document discusses media handling for such MGWs but the actual location of the MGWs it is out of the scope.
Interworking between MTSI and CS is not addressed in this document since this is already covered quite well in TS 26.114.

The document only addresses voice services. Other media types can be addressed in the future.
This is only an initial discussion and the scope may be extended in future discussions.

4 Issues

In this section, different aspects of fixed-mobile interworking are analyzed. When issues have been found then some proposals are also given for how the issues can be resolved.
4.1 Codec and codec configuration

The optimal interworking case is, of course, if the same codec can be used in both the mobile network and the fixed network. However, given that different standardization organizations have selected different codecs, it is likely that transcoding will be needed in some or even many cases.
But there can also be issues even if the same codec is used in both networks. This is because some codecs, like AMR and AMR-WB, allow for configuring the codec in different ways, for example when it comes to the codec mode set to use. If the codecs are configured differently in different clients then this may lead to incompatibilities which need to be handled by doing transcoding.
The mandatory and recommended codecs for different networks are listed in the table below. The requirements on codec configurations are also described where applicable.
Table 1.
Comparison of codec requirements for different networks
	
	MTSI
	NGN
	Other

	Codec, narrowband speech
	MTSI clients shall support AMR.
MTSI MGWs shall also support G.711 and should support linear 16 bit PCM
	Shall support G.711. AMR, G.729A and EVRC-B recommended

DTX, SID coding and packet loss concealment undefined for G.711

DTX and SID coding undefined for G.729A
	Depends on SDO but can be undefined

	Codec, wideband speech
	Shall support AMR-WB

MTSI MGWs should also support G.722 and linear 16 bit PCM
	G.722, AMR-WB/G.722.2, G.729.1, EVRC-WB recommended

DTX, SID coding and packet loss concealment undefined for G.722
	Depends on SDO but can be undefined

	Codec modes (where applicable)
	MTSI client in terminal shall support all codec modes and all sub-sets for the AMR and AMR-WB codecs, respectively.
MTSI MGW shall for AMR support the 12.2, 7.4, 5.9 and 4.75.

MTSI MGW shall for AMR-WB support the 12.65, 8.85, and 6.6.
	Undefined
	Depends on SDO but can be undefined

	Codec mode changes
	MTSI client in terminal shall, for AMR and AMR-WB, support mode changes at every frame border and shall support restricting mode changes to every other frame border
	Undefined
	Depends on SDO but can be undefined


As can be seen in the table, there are some combinations where the same codec is used both in MTSI and NGN. The fact that MTSI client in terminal shall support all codec modes and sub-sets, and also all mode change variants, means that tandem-free interworking between MTSI and NGN/other is possible, without invoking any MGW. Correspondingly also applies for AMR-WB.
There are however other combinations of codecs that would either require transcoding or fallback to another common codec, where possible.
It should be noted that it is for the operator to decide when to provide transcoding when the SDP negotiation fails to find a common codec.

Issue:

Defining mandatory and recommended codecs is a good start in order to solve fixed-mobile interworking, but in some cases this is not sufficient.
The lack of more detailed definitions means that it is hard to know what will work, especially when interworking with networks and clients that were designed for the public Internet and therefore were developed only based on IETF RFCs.
Proposal:

The use of codec related functions should be clarified where needed, e.g. if and which DTX scheme to use, if and which Silence Insertion Descriptor (SID) encoding to use, and that packet loss concealment should be used. When AMR or AMR-WB is used, then codec mode usage should be defined and preferably aligned with MTSI where needed (MTSI client in terminal supports all codec modes).
4.2 Payload formats
Each codec is associated with one unique payload format description. This may therefore seem like a non-issue. However, some payload formats can be used in different ways, which is the case for the AMR and AMR-WB payload format.
Table 2.
Comparison of payload format requirements for different networks
	
	MTSI
	NGN
	Other

	AMR and AMR-WB payload format variants
	MTSI client in terminal shall support both bandwidth-efficient and octet-aligned.
	Undefined
	Depends on SDO but can be undefined


Since the MTSI client in terminal is required to support both payload format variants then this means that interworking between MTSI and NSN or other networks should be possible in all cases without invoking an MGW for re-packetization.
There are many VoIP clients that are designed for the public Internet and they typically only follow IETF RFCs. It is to ensure interworking with these clients that TS 26.114 requires support for quite many payload format variants.

Issue:

Using the payload format in different ways in different networks may lead to incompatibilities. To solve such issues, a MGW may need to be allocated to do re-packetization or even tandem coding.
Proposal:

For each codec it should be defined which payload format to use. When AMR or AMR-WB  is used, then the payload format usage should be defined and preferably aligned with MTSI where needed, e.g. bandwidth-efficient vs. octet-aligned (MTSI supports both), interleaving (not used in MTSI), robust sorting (not used in MTSI), and CRC (not used in MTSI). 

4.3 Packetization, frame length
When tandem coding is performed then it may happen that the codecs use different frame lengths. For example, if an MGW performs tandem coding between AMR and G.729 then the MGW also needs to perform frame aggregation and frame segmentation since the AMR codec uses 20ms frames while the G.729 codec uses 10ms frames.
This should not be any problem in the direction AMR(G.729 since the MGW can immediately generate 2 G.729 frames from the AMR frame. However, if the remote client sends 1 frame/packet for G.729 then the G.729(AMR direction will become a little problematic because of the delay jitter. The delay jitter means that the G.729 packets will arrive to the MGW with an irregular interval. In some cases, the MGW may receive several G.729 packets and can then perform the transcoding to AMR. But if the MGW has only received the first of the two G.729 packets then the MGW cannot perform the transcoding and has to wait until the second G.729 packet is received. The issue here is that, because of the jitter, the MGW does not know when the second G.729 packet will arrive, or if it will arrive at all. At some point in time, the MGW therefore has to decide that it will not wait any longer for the second G.729 packet and that it will perform error concealment instead. And if the late G.729 packet arrives then the MGW has to throw it away.
The same would also apply for transcoding, for example, between AMR and G.711 and between AMR-WB and G.722. The problem could be even more severe for the G.711 and G.722 codecs as they don’t have any fixed frame length and it could happen that the encoder uses any other frame size, or even varying frame size.
To simplify the media handling in the MGW, it would be beneficial if the frame length would be harmonized for the codecs involved in the transcoding, alternatively that 2 frames per packet would be used for the 10ms codecs. Then the MGW could perform transcoding immediately when receiving the packet without waiting for other packets to arrive.
A comparison of frame lengths for different codecs in MTSI, NGN and Non-IMS is shown in the table below.
Table 3.
Comparison of frame length requirements for different networks. The codecs frame length is provided within parenthesis in the cases where the specification does not define the frame length.
	
	MTSI
	NGN
	Other

	AMR, AMR-WB
	20ms
	Undefined
	Depends on SDO but can be undefined (if used)

	G.711
	20ms
	Should support both 10ms and 20ms
	Depends on SDO but can be undefined (if used)

	G.722
	20ms
	Undefined
	Depends on SDO but can be undefined (if used)

	Linear 16 bit PCM
	20ms
	Not used
	Depends on SDO but can be undefined (if used)

	G.729
	Not used
	Undefined (10ms)
	Depends on SDO but can be undefined (if used)

	G.729.1
	Not used
	Undefined (20ms)
	Depends on SDO but can be undefined (if used)

	EVRC-B
	Not used
	Undefined (20ms)
	Depends on SDO but can be undefined (if used)

	EVRC-WB
	Not used
	Undefined (20ms)
	Depends on SDO but can be undefined (if used)


Issue:
Different frame lengths, or packetization, can cause problems for MGWs that performs transcoding if it has to wait for several packets before the transcoding can be done.

Proposal:

Whenever one of the above listed codecs is used, 20ms packetization should be supported. 
4.4 Jitter management

Jitter equalization is a necessary function for any VoIP receiver and good jitter management is essential for achieving good quality. Defining requirements for jitter management was especially important when TS 26.114 was created since it was shown that the wireless networks, mainly HSPA, gave quite large jitter. 
Table 4.
Comparison of jiter management requirements for different networks
	
	MTSI
	NGN
	Other

	Functional requirements
	Defined for MTSI client in terminal, not for MTSI MGWs
	Undefined
	Undefined

	Performance requirements
	Defined for MTSI client in terminal, not for MTSI MGWs
	Undefined
	Undefined

	Delay-and-loss profiles
	Attached to the specification 
	Undefined
	Undefined


The delay-and-loss profiles in TS 26.114 are derived for various 3GPP accesses but it is judged that the profiles fairly well cover the different jitter characteristics that may occur in other networks, including the case when the media passes several IP networks.
Issues:
Jitter management for clients is not defined for clients in other networks. Bad jitter buffer implementations can cause degraded quality.
Proposal:

Fixed-broadband clients should fulfill the requirements defined in Clause 8 of TS 26.114. Additional delay-and-loss profiles may need to be added for the minimum performance requirements. TS 26.114 contains a functional requirement for jitter buffer management to support both DTX and non-DTX operation which may not be a necessary requirement for all codecs.
4.5 RTCP usage

RTCP is used for several purposes. The two main purposes are performance monitoring and adaptation. 
One particular problem is that there are no SDP offer/answer procedures defined in IETF for the bandwidth negotiation. TS 26.114 therefore include some guidelines for this.
Bandwidth modifiers for declaring the RTCP bandwidth are defined in [4]. However, if these are not used then it is assumed that the default 5% rule from RFC3550 is used.

Issues:

Some networks may prefer to use an RTCP bandwidth that is different from the default 5% rule.  If the RTCP bandwidth modifiers are not used, then it is not possible to negotiate the RTCP bandwidth usage.
Proposal:

Clients should use in the session setup negotiation the RTCP bandwidth modifiers defined in [4]. 
4.6 Adaptation

When performance problems are detected then it is natural to perform adaptation. TS 26.114 outlines three types of adaptation for voice:
1. Bitrate adaptation, i.e. changing the bitrate of the encoding. Bitrate adaptation can only be done for codecs that have such capabilities, for example AMR and AMR-WB. For fixed-rate codecs this is not possible.
2. Frame aggregation, i.e. changing how many encoded speech frames that are aggregated in each RTP packet. This is useful for access types that are known to be packet rate limited, for example WiFi for small (VoIP) packets. This type of adaptation can be done for all codecs, at least as long as the MTU is not exceeded.
3. Application layer redundancy, i.e. sending speech frames several times but in different RTP packets. This is useful for handling conditions with high packet loss rates, especially for low bitrate services like voice telephony. In TS 26.114 this is seen as the last resort when neither bitrate adaptation nor frame aggregation managed to solve the performance problems. Redundancy is often combined with bitrate adaptation such that a lower bitrate codec is used when redundancy is active. This is often needed to not exceed the negotiated bandwidth for the service.
TS 26.114 define signaling for all these three adaptation types. TS 26.114 uses “receiver-based adaptation” where the media receiver detects the performance problems, decides how to best resolve these problems and sends an adaptation request back to the media sender and the media sender should then use the requested format when sending future media. The signaling uses RTCP-APP packets.
It should be noted that a media sender can also use “sender-based adaptation” where information in the RTCP Sender reports/Receiver reports to adapt the encoded media and the packetization. This is a useful fallback when interworking with VoIP clients that do not use the adaptation signaling defined in TS 26.114.
Clients may also use “hybrid” adaptation where both sender-based and receiver-based adaptation means are used.
TS 26.114 and 3GPP access networks also allow for using ECN [5] also for RTP traffic, [6]. If the end-points (MTSI or other) have successfully negotiated the usage of ECN then network equipment (NodeB, eNodeB, routers, etc.) can indicate congestion by setting the ECN bits to ECN-CE in the IP header.

Network feedback, for example, ECN is also beneficial. However, having such information does not remove the need for having solutions in the end-points that evaluates the performance and sends feedback information or adaptation requests when needed.

Issues:

Adaptation presents many different challenges when interworking between networks and implementations.
Depending on the media and the codec, the clients may or may not support all types of adaptation.

Different clients may use different metrics to trigger adaptation. In some cases, it is possible to use feedback from the network, e.g. ECN, to trigger the adaptation.
Different clients may use different signaling mechanisms for either sending an adaptation request or for sending performance reports. 
Proposal:

Clients should be developed such that they can use multiple adaptation solutions, even if the intention is to use only one of them in most cases. The other adaptation solutions are needed for fallback for those operating conditions where the main adaptation solution did not manage to sufficiently improve the performance.

Networks should be developed such that they allow feedback information and adaptation requests to pass the network (e.g. ECN markings [5]), even if the network itself does not use the information and does not generate any such information.
4.7 Packetization, frame aggregation
The problem with different frame lengths is actually more generic than what is described in Section 4.3. Consider, for example, the case when an MTSI client using a 3GPP access is interworking with a VoIP client using a WiFi access. As discussed in Section 4.6, the WiFi access can in some cases be packet rate limited and one might need to send, for example, two, three or even four frames in the RTP packets to reduce the packet rate. If the 3GPP access would be limited to 1 frame per packet then one must use an MGW for re-packetization.
This is no problem for the direction WiFi(3GPP direction since the MGW receives 4 frames in the RTP packets and can immediately re-pack this into 1 frame per packet and send 4 RTP packets to the MTSI client.

The problem instead occur in the 3GPP(WiFi direction where the MGW only receives 1 frame per packet and has to buffer up four frames before it can forward the RTP packet to the VoIP client. However, due to the jitter occurring in the access and the networks before the MGW, the MGW will receive the RTP packets at irregular intervals. The problem is thus very similar to what is described in Section 4.3 for the case when different codecs use different frame lengths.
It is for these reasons that TS 26.114 does require that MTSI client must support frame aggregation, both for the sending and receiving direction.

Issues:

Requiring different frame aggregation in different networks can cause similar problems as if different frame lengths are used by different codecs.
Proposal:

Allowing the frame aggregation to go end-to-end would simplify the media handling, even if transcoding is performed. To enable this, clients should allow for frame aggregation (controlled with the “a=maxptime” parameter). In addition, the networks should allow for frame aggregation to be used when needed.

5 Proposal
This contribution discusses several issues that may arise in fixed-mobile interworking scenarios. Some proposals for how to resolve these issues are also given.
It is proposed to use this list of issues and proposals as a starting point for the discussions.
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