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Summary

This document presents a high-level description of the codec developed by Nokia, and submitted as a candidate for the EVS qualification phase within 3GPP TSG SA4. Codec features, structure, and description of the encoding/decoding process are presented. 
1. Codec features
1.1 Sampling frequency and audio bandwidth

In compliance of the design constraint [1], the encoder and decoder support sampling rates of 8, 16, 32, and 48 kHz in all operating modes.
1.2 Bit rates

The fixed rate bitrates supported by the codec are: 7.2, 8, 9.6, 13.2, 16.4, 24.4, 32, 48, 64, 96, 128 kbps. The codec also supports variable bit rate coding at 5.9 kbps. An AMR-WB interoperable mode is also supported and it operates at 6.6, 8.85, 12.65, 14.25, 15.85, 18.25, 19.85, 23.05, and 23.85 kbps.  
1.3 Algorithmic delay

The maximum codec algorithmic delay does not exceed 30 ms, meeting the design constraint of 32 ms. Optional stereo coding mode will have a total algorithmic delay of less than 50 ms.
1.4 Jitter buffer management (JBM)

A jitter buffer management solution is provided.
1.5 DTX

The codec provides a VAD/DTX/CNG framework and it can be operated with DTX on or DTX off at all bit rates.

2. Encoder structure
The encoder structure depends on the input signal bandwidth and on the bit rate. The diagram from Figure 1 illustrates the encoding process. The dashed line boxes correspond to block that are present only for some operating points. For the highest bit rates only a transform domain audio coding mode is used.













Figure 1. Encoder block diagram

At all rates where there is dual core operation, the encoder can switch between the cores on a frame-by-frame basis without introducing disturbing artifacts. The codec implements narrowband (NB), wideband (WB), and superwideband (SWB) coding and optional fullband (FB) coding.
2.1
Encoding technologies

2.1.1 Switched ACELP and audio core

This block is based on the Algebraic Code-Excited Linear Prediction (ACELP) technology where the speech signal is modeled by an excitation signal passed through a linear prediction (LP) synthesis filter. The analysis frame is of 20 ms length. An FFT-based spectral analysis is performed twice per frame for use in voice activity detection (VAD) and signal classification algorithms. The signal energy is computed for each perceptual critical band. Each frame is classified as one of the following types: inactive, unvoiced, voiced, generic, transition, audio. A dedicated audio mode is used for signals classified as audio. The structure of the audio mode is bit rate and bandwidth dependent.

The LP filter is quantized in line spectral frequencies (LSFs) domain using multi-stage split vector quantization (MSVQ) that minimizes a perceptually weighted Euclidean error. There are two quantization modes: predictive and non-predictive (safety-net). For transition and unvoiced coding modes only the safety-net quantizer is used in order to reduce the error propagation. The effect of the Safety-Net approach is to reduce the error propagation due to LSF prediction in case of frame erasures hitting segments where the speech spectral envelope evolves rapidly. For the rest of the coding modes one of the predictive or safety net quantizers is selected based on the obtained quantization error, or using some predefined threshold of input LSF vector energy. 

The open-loop (OL) pitch analysis is done by a pitch-tracking algorithm to insure a smoothness of the pitch contour by exploiting adjacent values. Adaptive codebook is not used in the unvoiced frames, where a Gaussian codebook is used for LP synthesis excitation.

The same overall encoding structure of the ACELP core is used for all input signal bandwidths.
2.1.2 Bandwidth extension (BWE)

The bandwidth extension algorithms are used in some of the operating modes to produce the high-frequency content: up to 8 kHz for WB and up to 16 kHz for SWB. The BWE algorithms operate on the same 20-ms frames as the respective core encoding algorithms. The BWE approach depends not only on the core signal classification but on the high band content type. 
2.1.3 Transform-domain coding (TD)
Modified Discrete Cosine Transform (MDCT) with asymmetric windowing is used in the audio mode. The encoding of the transform coefficients is done by means of lattice quantization applied to subvectors of the transform coefficients vector. The audio coding mode for SWB signals may, based on the operating point, use different coding modes for harmonic, transient and generic type signals.

3. Decoder structure
The decoder structure is similar to the encoder in the sense that it has the corresponding decoding blocks. In addition there is a post-filtering block for some of the operating points, as well as delay alignment when switching core is used.















Figure 2. Decoding process block diagram

Figure 2 details the decoding process. Based on the speech/audio flag read from the bitstream the corresponding decoding mode is adopted. Within the speech mode one of the five ACELP decoding mode is selected based on the coding type read from the bitstream. Post processing is performed on the ACELP decoded signal. On the audio decoding path, the transform coefficients are decoded. Delay alignment to compensate for switching technologies difference is applied. Based on the operating point, bandwidth extension information is decoded and applied to the decoded signal. At the lowest bit rates, a zero-bit BWE may be utilized at the decoder.
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